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Since the turn of the century, the use of analytics has become more prominent in the 

National Basketball Association (NBA). Teams are using data-driven approaches to construct 

rosters and develop strategies, which have proven useful in turning previously underwhelming 

teams into championship contenders. Today, all NBA teams have designated analytics 

departments that use advanced metrics to evaluate the success of their players and teams. Media 

coverage of the NBA reflects this change; more than ever player evaluations in the news are 

bolstered with evidence such as shooting percentage, adjusted plus minus, or other advanced 

metrics. This analytics overhaul in the news has made it easier than ever for NBA fans to interact 

with analytics and has caused many to take a “Moneyball” approach to consuming NBA 

basketball, which relies on using numerical data to evaluate players and teams.  

However, NBA affiliates are resistant to the league’s rapid integration of analytics into 

team operations, claiming that analytics are destroying the integrity of the game by reducing 

players to numbers. This could be problematic for players, as it creates a larger gap between how 

players evaluate their own performances, versus how organizations evaluate them, which makes 

it more difficult for players to meet team expectations. This, coupled with other ethical concerns, 

is why some NBA affiliates argue that the reliance on analytics furthers the divide between 

players and management, which in turn is harmful to the players and threatens their livelihoods.  
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This thesis seeks to evaluate the discourse surrounding analytics in the NBA, specifically 

looking at reactions by NBA fans to media posts about basketball analytics. Gauging the reaction 

of an entire community to one specific issue is difficult when relying solely on literature review, 

so this project will make use of Twitter scraping and sentiment analysis to quantify the nature of 

the discourse surrounding NBA analytics. Twitter is a representative sample of the NBA 

community because fans, announcers, and other NBA affiliates can post thoughts, as well as 

interact with other posts. The use of sentiment analysis to quantify tweets has been performed 

before and is useful in getting the tone of a discourse efficiently. Once this evaluation is 

complete, this project will conclude with re-examining the current implementations of analytics 

through the lens of the NBA community’s discourse and provide suggestions on how the NBA 

could change their current implementations of analytics to better suit players, fans, and league 

operations personnel alike.  
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1 Literature Review 

Background of Analytics in the NBA 

Over the last decade, analytics have taken a more prominent role in the National 

Basketball Association (NBA). Operations personnel within the association are using data-driven 

decision making to construct rosters, develop strategy, and monitor or maintain player health. 

This integration has not come without controversy, as many individuals within and affiliated 

with the association argue that the integrity of the game of basketball is being ruined because of 

analytics. Despite this pushback, analytics have proven useful in turning previously 

underwhelming teams into championship contenders (Abbas 2019). Analytics are giving NBA 

teams tremendous insight into how to generate a winning team; however, this is not without its 

drawbacks. This review will begin by examining specific data collection techniques implemented 

by the NBA, as well as the advantages teams league wide are gaining because of data analytics 

and data-driven decision making, and it will conclude with the ethical concerns arising from this 

rapid integration of analytics into standard team operations.  

Massive amounts of data are collected every game, and it fits into two categories: 

continuous data and discrete data (D’Amour 2016). The most useful example of continuous data 

is positional player tracking. In all NBA arenas, there are several cameras mounted in fixed 

positions above and beside the court. These cameras record a video feed of the game, and then 

locations of the players and the ball are extracted from this feed at a rate of 25 times per second 

(Macdonald 2020). Through a process called computer vision, these positions are converted into 

XYZ coordinates, which are readily available for analysis. Machine learning has made it easy to 

decipher explicit positions and tactics from these coordinates (Min-Chun 2011) such as screen 

and rolls, offensive patterns like triangles, and drives. Discrete data is far more accessible, and it 
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is the data that most fans of basketball are familiar with such as shot attempts, steals, rebounds, 

etc.  

These two types of data can be cross referenced to draw out an unbelievable amount of 

insight. The Toronto Raptors have developed a concept called a “ghost team”, which is 

essentially the optimal defensive positioning of all players based on a metric called the Expected 

Possession Value (EPV), and the type of defensive scheme they are running (Macdonald 2020). 

The EPV is an average of every possible decision the ball handler can make weighted with the 

probability that they will make that decision. The ghost team is used by the Raptors to develop 

extremely refined defensive schemes. Often it is difficult for players on the floor to make long 

rotations or switch who they are guarding on the fly, so letting the ghost team make these 

adjustments and then retroactively coaching the players allows for a predictive defense that is 

much more effective.  

Some teams even collect biometric data. The players wear monitoring devices that 

measure heart rate, start-stop velocity, and other physiological responses. These devices collect 

over 1000 points of data per second, which are directly transferred to the fitness trainers working 

with the teams (Berger 2015). Pre-set danger thresholds are determined before training, and if the 

players enter these thresholds, then it is likely that they will be recommended to sit out the next 

game (Berger, 2015). As of now, this wearable technology is only used during practices, but 

some advocates of biometric monitoring propose collecting data from athletes off the court, for 

instance sleeping patterns or dietary choices.  

This extensive collection of data by NBA teams does not come without its ethical 

concerns. Biometric data collection poses several privacy issues, especially when used while 

athletes are not in practice or during games. Even if this data was collected during games, there 
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are questions as to how much a team must adhere to the conclusions gathered from it. For 

example, imagine the Lakers were playing in the tiebreaker of the NBA finals and their readings 

indicate that LeBron James has entered the danger threshold in the last few minutes of the game. 

Despite this increased risk for injury, would the coaches be receptive to taking him out? Would 

LeBron himself even accept that? (Berger 2015) There is a question of how much to balance risk 

of injury with a player’s ability and desire to push past adversity in close games, and if strict 

regulations are imposed regarding player safety based on this biometric data, then we could see 

pushback from coaches and players alike. Another issue that arises from this data collection and 

interpretation is resting star players during games. More than ever before, NBA teams are resting 

stars during games they deem less important to their overall record and playoff standings. Teams 

are giving players time off and even paying them less when they are deemed “high risk” for 

injury (Kopf 2017). Fans are becoming frustrated when they pay for expensive tickets just to find 

out moments before tip-off that their favorite players are resting. Despite this, the league benefits 

from star players having prolonged careers, and bench players are becoming more skilled 

because of this extra playing time.  

Even standard positional player tracking has ethical quandaries and is often subject to 

criticism from those who have been affiliated with the NBA for a long time. Some commentators 

argue that analytics are ushering in a “repetitive” form of basketball (Abbas 2019). Analytics 

directly contributes to the rise of the three-point shot, a shot that was historically frowned upon. 

However, finding efficient three-point shooters has proven extremely effective in transforming a 

mediocre team into a championship contender. Coaches who use this strategy may fall into the 

repetitive form of offense mentioned above, but there is no denying its effectiveness. Critics of 

this strategy argue that the integrity of the game itself is being destroyed and suggest that the 
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three-point line be moved back to discourage it (Abbas 2019). This phenomenon also bleeds into 

the question of how much influence the front office should have in determining the style in 

which a team plays. Coaches and front offices alike are much more inclined to allow players to 

find their own strategies for success if they remain mathematically sound (Lowe 2013). Finding 

this synergy between coaches, analysts, and players has proven challenging for many teams 

when it comes to being successful.  

Another problem that arises from this is the ownership of the data. The NBA has the 

rights to all the data it collects, but what about the players? It is them who are generating this 

data, after all. Players are usually on the outside when it comes to analyzing their own data, and 

often the front office will make decisions based off a player’s data without them being involved. 

This proves troublesome for players being scouted or drafted, as they often have no idea what 

conclusions are being drawn from their game data, and seldom have a chance to make a case for 

themselves.  

An unforeseen ethical challenge that has come from recording games and practices is 

media leaks. During the 2022 NBA season, TMZ leaked a video of two Golden State Warriors 

getting into an altercation during practice (Thomas 2022). This caused a storm of drama and bad 

press to befall the team in the middle of their season, and the two players involved were 

interviewed relentlessly for details about their “beef”. While it is frowned upon for media to pay 

operations personnel within the NBA for leaked footage, it is not an uncommon occurrence. It is 

also difficult to hold individuals within the league accountable, and these leaks often come at the 

expense of the players (Thomas 2022).  

As analytics become rapidly integrated into the NBA, and subsequently the game of 

basketball in its entirety, there are just as many ethical concerns as tactical benefits. What is the 
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next step? Even though all teams are on board with fully using analytics, it is still a polar topic 

for some in the the NBA community, and many retired players see the integrity of the game 

being corrupted. This thesis serves to determine whether discourse within the NBA community is 

being positively or negatively affected by discussions concerning analytics.  

 

Twitter Discourse 

To get an accurate assessment of the NBA community’s attitude towards analytics, there 

are two reasonable approaches. First, extensive literature review: NBA related media is 

constantly uploaded digitally, and is up to date with the latest opinions, trends, rumors, and other 

NBA-related topics. This media is easily accessible, and comes from a variety of authors 

including journalists, former players, coaches, or analysts, which makes it useful for gauging 

opinions of individuals close to the NBA. However, this approach is time consuming, and would 

exclude the largest portion of the NBA community: the fans. Fans are important to the success of 

the league, and their opinions are influential in the league’s decision making.  

So how can the opinions of the entire community, including the fans, be sampled 

accurately? Fans don’t write professional NBA related journalism, so how can we include their 

voice? This is where the second approach comes in: Twitter scraping. Twitter is a social media 

platform where fans, former players, coaches, and other NBA related personnel post their voices, 

which makes it an excellent source for assessing the discourse within the NBA community about 

a variety of issues. Other studies have used data from Twitter to draw conclusions about real-

world issues. For example, Kusumasari & Prabowo used Twitter data to identify different ways 

that it is used in disaster response, claiming that Twitter had “considerable potential as a 

communication channel” (Kusumasari & Prabowo, 2020).  
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2 Data Collection 

Scraping is a data collection method in which software takes data directly from online 

platforms. The scraper will receive an input URL, from which it will load all the website’s 

HTML code and return data based on the user’s given parameters. Users can hyper-parameterize 

the scraping bots to return specific data from a website’s source code, allowing for the efficient 

collection of online data. The NBA has a strong online media presence, especially on Twitter. 

League affiliates and fans alike tweet news, opinions, and reactions to a variety of NBA media 

sources, making Twitter a suitable population for this project.  

This data was collected with a scraper, designed in Python, specifically built to gather 

tweets and replies when given a Twitter username. All data collection as well as statistical 

analyses were conducted in Jupyter Labs, a web-based Python environment. For this project, a 

list of 30 NBA basketball focused Twitter accounts were collected to input into the scraper. From 

each account, 100 tweets along with the first 100 replies to each Tweet were collected and 

processed using NLTK’s sentiment analysis model, which will be covered in detail later. 

Sentiment analysis is a technique in which a program can quantify the emotional tone of a piece 

of text, which is very useful for short blocks of text such as tweets. The use of sentiment analysis 

allows tones and trends in this Twitter discourse to be quantified and analyzed efficiently, 

smoothing the transition from qualitative data to quantitative data.  

 

2.1 Tweet and Reply Collection 

The tweet and reply collection algorithm uses a series of functions to collect, filter, and 

store tweets and their associated replies. In Python, functions are blocks of code that perform a 

specified function when called upon, and take inputs known as parameters. Figure 1 illustrates 
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the series of functions that are used to collect tweets for a given user. The output is a Python 

dataframe, which is a table-like data structure. These dataframes are easily exportable into .csv 

(comma separated value) files, which can then be accessed and combined for later analysis. 

 

Figure 1: Tweet and Reply Collection into Dataframe Algorithm 

This figure represents the series of functions used to collect, filter, and store tweets from a given 

user. Blue cells represent lists, orange cells are functions, green cells are dictionaries, and red cells 

are dataframes. The arrows are the chain of inputs, so for all data structures (lists, dictionaries, and 

dataframes), an arrow coming out of them means they are the input for the next cell. When arrows 

are coming out of a function cell, it means that the function produced the following data structure 

at the end of the arrow.  

 

 Tweet Collection  

The scraper is designed to collect tweets when given a username. Each input username 

from the list of 30 was hand selected due to their affiliation with the NBA, high follower count, 

and tendency to post frequently about basketball analytics. However, there are two factors to 

consider that may lead to bias in the data due to the manual selection of these users:  

• Interactions with followers:  
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o Some accounts interact more with their followers, replying to their 

comments or retweeting their posts. This may incentivize regular 

followers to reply more provocatively to get a reaction from the account, 

thus promoting more false negative replies in the data.  

• League affiliation status: 

o While some of the users from the input list are directly affiliated with the 

NBA, others are basketball buffs with high follower counts that post 

regularly about basketball analytics. League affiliated personnel may 

generate more replies than non-league personnel.  

 

Each username in the list was inputted into the scraping function ‘fetch_tweets’, which 

returned a list of the most recent 100 tweets for each user since the beginning of the most recent 

NBA season (October 24, 2023). This was accomplished using the Tweepy package, which is an 

open-source library that interacts with the latest Twitter Application Program Interface (API). An 

API is essentially the portal that programmers need to use to have their own program interact 

with a given application, in this case Twitter. However, despite Tweepy being free and open 

source, the Twitter API is not. It limits the number of tweets that can be scraped every month to 

10,000 (including replies), which severely restricts the amount of data that can be collected for 

this project. This should not be an issue because, despite this limitation, the dataset is still 

sufficiently large. Each tweet still retains all its metadata, most importantly the tweet ID 

numbers. Each tweet has a unique ID number associated with it, which will be used later in 

gathering the replies for a specific tweet.  
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Tweet Sorting  

To perform analysis, the collected tweets need to be flagged into two categories: tweets 

about analytics, and tweets not about analytics. This was accomplished processing the text with a 

function to check if the text of each tweet contained any of the following characters:  

• %: Percentage, commonly used for field goal percentage or true shooting 

percentages.  

• +/-: Plus-minus, a basketball statistic that calculates a team’s net points while a 

specific player is on the floor.  

• '3PM', '3PA': Three pointers made, and three pointers attempted.  

• '2PM', '2PA': Two pointers made, and two pointers attempted.  

• 'pts', 'reb', 'ast', 'stl': Points, rebounds, assists, and steals.  

• 'Efficiency': A composite statistic that is a measure of the four statistics above 

('pts', 'reb', 'ast', 'stl').  

• r'\d+-for-\d+': This is a regex pattern (a pattern that helps isolate certain words 

with changing numbers) that looks for “number-for-number”. Shooting 

performance for players is often denoted as “7-for-15”, but with varying numbers, 

so a regex pattern was needed to account for those variations.  

If these patterns were detected in a tweet, that tweet was then stored in an array tweet 

with analytics mentioned. If not, the tweet was stored in a separate array for tweets with no 

analytics mentioned.  

Reply Collection  

Tweets often generate more replies based on how popular or engaging the original tweet 

is. Thus, for each tweet collected, another scraping function collects the first 100 replies. If a 
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tweet has fewer than 5 replies, that tweet is deleted from the dataset. One caveat of this is that 

neutral tweets may be underrepresented due to garnering less replies.  

Replies were collected for all tweets. These replies are then stored in a Python dictionary 

data structure, which uses key and value pairs. In this case the key is the text from the tweet, and 

the value is the text of all replies to that tweet. The text from the original tweet is stored as a 

string (collection of characters), and the texts from all the replies are stored in a list of strings. 

This is accomplished using two functions: ‘fetch_replies’ and ‘collect_replies’. The first function 

accepts a tweet’s id as an input, then returns a list of all the texts of the replies to that tweet. The 

second function loops through a list of tweets for a given user, then makes use of the first 

function to collect the replies for each tweet. Once the replies are collected, the function then 

assigns them to the dictionary, then once all the tweets have been looped through, it returns the 

dictionary.  

 

2.2 Sentiment Analysis  

For this project, sentiment analysis was conducted using the Natural Language Toolkit 

(NLTK) sentiment analysis model. NLTK is an open-source Python library that specializes in 

working with human language data. For each tweet, the sentiment analysis performed uses 

NLTK’s algorithm to classify samples of words into positive, negative, and neutral categories. 

This is accomplished using the VADER lexicon, which can score each word based on the words 

and punctuation in the rest of the sentence. In the context of this project, the specifics of this 

algorithm are opaque and will be used as a ‘black box’. NLTK is a flexible, powerful, and 

reputable language library, so despite the complexity of its model, it is a suitable choice for 

sentiment analysis in this context.  
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Text Pre-Processing 

Before sentiment analysis can be performed, the text from each tweet and reply needs to 

be cleaned, which means removing two patterns: mentions and links. Mentions are when users 

tag other users using the ‘@’ symbol and are often use to alert friends to posts that the user 

thinks they will enjoy (or sometimes despise). Links, or URLs, are present in lots of tweets and 

serve to direct people to websites relevant to the tweet. All links begin with the same characters: 

‘http://’. Since both mentions and links have unique starting characters, a regex pattern can be 

used again to isolate all links and mentions in a text, then replace them with other characters.  

The reason that mentions and links need to be filtered is that they can interfere with the 

accuracy of sentiment analysis. Sometimes, users respond to tweets with a series of mentions 

followed by no text, which means they are simply alerting other users to the tweet and not 

actually expressing a sentiment. This should be reflected in the data, however replacing all 

mentions and links with nothing (empty strings) in a tweet such as that will result in sentiment 

scores of 0 in all categories, which will pollute the dataset. This is why replacement words need 

to be inserted instead of empty strings: mentions will be replaced with the word ‘user’, and links 

will be replaced with the word ‘link’. These words return neutral sentiment scores on their own, 

so they are suitable replacement words that will not skew the sentiment analysis in a positive or 

negative direction. Some might argue that this skews the data towards neutrality, however if a 

post is consisted of exclusively mentions and links, this should be classified as a fully neutral 

tweet because there is no way to extract any sort of sentiment or discourse from text like that.  

Polarity Scores  

 After the text for each tweet and its associated list of replies is processed, sentiment 

scores are calculated for each piece of text using NLTK’s ‘polarity_scores’ function. This 
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function returns a dictionary with 4 scores: positive, neutral, negative, and compound score. The 

first three metrics are proportions of the total inputted text that are classified as positive, neutral, 

and negative, in other words the sum of these three scores should add up to one. For example, the 

phrase “The Portland Trail Blazers are the best team in the NBA!” returns the following output 

when inputted into the ‘polarity_scores’ function: {'neg': 0.0, 'neu': 0.69, 'pos': 0.31, 'compound': 

0.6696}. The first three scores all sum up to 1, however the compound score is not included. The 

compound score is essentially a sum of the sentiment scores of each individual word in the text 

which is then normalized to be between -1 (most negative) and 1 (most positive). This is 

accomplished using the VADER lexicon, which can calculate the sentiment score of a word 

based on the words and punctuation that come before and after it. NLTK uses the VADER 

lexicon in its built-in functions (such as ‘polarity_scores’) to calculate sentiment scores.  

 

2.3 Data Storage 

 The data for each twitter user from the original list of NBA affiliate users is ultimately 

stored in a Python dataframe with the following columns:  

• 'USERNAME': username of the account that posted the tweet. 

• 'TWEET ID': the specific tweet’s id number.  

• 'HAS_STATS': True or False on whether the tweet is about NBA stats. 

• 'TWEET_SCORE_POS': Proportion of tweet text with positive score.  

• 'TWEET_SCORE_NEU': Proportion of tweet text with neutral score. 

• 'TWEET_SCORE_NEG': Proportion of tweet text with negative score. 

• 'TWEET_SCORE_COMPOUND': Compound tweet score. 

• 'NUM_REPLIES': Number of replies.  
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• 'AVG_REPLY_SCORE_POS': Average proportion of each reply with positive score. 

• 'AVG_REPLY_SCORE_NEU': Average proportion of each reply with neutral score. 

• 'AVG_REPLY_SCORE_NEG': Average proportion of each reply with negative score. 

• 'AVG_REPLY_SCORE_COMPOUND': Average compound score.  

Python dictionaries are easily convertible to dataframes, which is accomplished using the 

‘Transform to Dataframe’ function in Figure 1. This function takes input as a list of dictionaries, 

and for each one the keys are the column names listed above, and the values are the data 

corresponding to each column for a specific tweet. The output is a python dataframe, which can 

easily be exported to a .csv file. Figure 2 is an example of the structure of such a dataframe for 

one user, in this case ‘@bball_ref’.  

 

Figure 2: Example Dataframe for User ‘bball_ref” 

This figure is a subset of the final dataframe, but exclusively shows tweets for the user ‘bball_ref’.  

Once a dataframe has been created for each user on the list, it is then exported into a .csv file. 

Another script then takes those files and combines them into a cumulative dataframe that 

contains all the users. This is the dataframe that will be used to conduct the analysis on this data.  
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3 Analysis 

 The analysis of this final dataset will begin with some preliminary summary statistics 

about the dataset. Then, two scatterplots showing the relationship between tweet scores and reply 

sentiment scores for tweets with analytics mentioned, and tweets without analytics mentioned. 

Linear regression will be performed on the data from the scatterplots, and the subsequently 

calculated best fit lines will be plotted over them. This will be followed by histograms exploring 

the distribution of tweet vs. reply scores with Kernel Density Estimation (KDE) on the same 

plots.  

 To assess whether the mean scores of tweets with stats are significantly different from 

tweets without stats, a two-sample t-test will be conducted on the tweet compound scores (stats 

vs. no stats) and the average compound reply scores (stats vs. no stats). Finally, 3 linear 

regression models will be tested to see which features most impact the average sentiment scores 

of the replies to a tweet. These features include the tweet itself having stats, the sentiment score 

of the tweet, and the number of replies. The information from the tests and visualizations should 

be enough to determine if having stats is a significant factor in determining how a tweet will be 

received by users.  

 

3.1 Data Summary  

The final dataset consists of n = 589 total tweets scraped, with 22086 total replies. Out of 

those 589, 22.07% of them contained information about analytics and 77.93% of them were not. 

There is an imbalance in the two classes of tweets, which will be relevant in later analysis. For 

tweets with stats, the average sentiment score was minimally negative (µ = -0.01803, 𝜎𝜎2 = 

0.22043, n = 130), but with a high variance. Tweets without analytics have a mean sentiment 
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score that is positive (µ = 0.14421, 𝜎𝜎2 = 0.1453, n = 459) with a lower variance relative to the 

tweets with analytics present. The large spread of the scores of tweets with stats can be 

visualized in Figure 3A.  

 

Figure 3: Scatterplots of Tweet Compound Scores vs. Average Reply Compound Scores with 

Best Fit Lines 

A: Compound scores of tweets with stats were plotted against their average reply scores. A best fit 

line was calculated using the ‘linregress’ function from Scipy’s open-source library and yielded 

values of (𝛽𝛽 = 0.2109, 𝛼𝛼 = -0.01997, 𝑟𝑟2 = 0.22435). The line was plotted using the equation 𝑦𝑦 =

 𝛽𝛽𝛽𝛽 +  𝛼𝛼.  

B: Compound scores of tweets without stats were plotted against their average reply scores. 

Another best fit line was calculated using the same method as 3A, and yielded values of (𝛽𝛽 = 

0.07122, 𝛼𝛼 = 0.079527, 𝑟𝑟2 = 0.050106). 

Notice from the scatterplots for the tweets with stats that the data is far more spread, 

explaining the high variance. However, another important observation from both plots is the 

cluster of points present in both when the tweet compound score is 0. Many of the tweets were 

classified by the ‘polarity_scores’ function as true neutral, meaning they had positive and 

negative proportions of 0, and neutral proportions of 1, which leads to a compound score of 0. 

This is a result of the text pre-processing where mentions and links were replaced with words 

that would lead to a true neutral compound score. While the best fit lines indicate minor 

correlation, the wide clusters of points in addition to the large clusters when the tweet compound 
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score is 0 indicate that linear regression is not the best technique for drawing conclusions for this 

data. Despite this, it still revealed important features about the data. For tweets with stats, the 

correlation coefficient (𝑟𝑟2 = 0.22435) was larger than the correlation coefficient for tweets 

without stats (𝑟𝑟2 = 0.050106). This means that for tweets with analytics mentioned that have 

more positive scores tend to generate even more positive responses, and similarly more negative 

tweets with analytics mentioned tend to generate even more negative responses, more so than 

tweets without stats.  

Figure 4 further supports this point by visualizing the distribution of sentiment scores for 

tweets and replies separately.  

 

Figure 4: Distribution of Sentiment Scores for Replies (with/without stats) and Tweets 

(with/without stats)  

A: Distribution of average reply compound sentiment scores for tweets with stats (blue) and 

tweets without stats (yellow). This plot was calculated using the function ‘sns.histplot’ from 

Seaborn’s open source library. The ‘kde’ parameter was toggled to true to calculate and plot the 

KDE for each distribution.  

B: Distribution of tweet compound sentiment scores for tweets with stats (blue) and tweets 

without stats (yellow). Calculation of KDE was the same as 4A. 

There is a noticeable difference in sample sizes between the tweets with stats (blue) 

and tweets without stats (yellow) in Figure 4, however the differences in the shapes of the 

distributions and KDE curves that highlight differences in the distributions regardless. In Figure 
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4A, there is a large accumulation of negative scores for replies to tweets with stats that makes the 

distribution more right skewed, indicating a larger than usual presence of negative responses to 

tweets with stats. In the same figure, the reply scores for tweets without stats are centered around 

0, whereas the scores for the tweets with stats are centered slightly above 0 (0-0.2). This could 

lead one to believe that the responses for replies to tweets with stats are more polar, which is true 

on this scale, but notice the difference in axes between Figure 4A  and 4B. In figure 4B, the 

scores range from roughly -0.9 to 0.9, whereas figure 4A has less than half of that total spread. 

Despite the distribution in 4B also being centered at 0, the spread of the scores is larger, meaning 

the scores are more volatile (or polarizing) than the replies.  

 

3.2 Two Sample T-Test for Differences in Sample Means 

 A two-sample t-test was conducted using the “ttest_ind” function from scipy’s open-

source library. This function accepts two arrays as input, then conducts a two-sample t-test and 

returns two values: the t-statistic and the p-value. In this context, the p-value will be used to 

assess significance at the 𝛼𝛼 = 0.05 significance level, meaning if p < 𝛼𝛼, then the results are 

statistically significant. First, a test was conducted to compare the compound scores of tweets 

containing stats and tweets without stats. This returned significant results at the standard 𝛼𝛼 = 

0.05 significance level (t = –4.0562, p = 5.661 ∗ 10−5). This means that having stats did cause 

significant differences to appear in the sentiment scores of the tweets themselves vs. not, 

however it does not say in which direction. In other words, while this test concludes significant 

differences in the scores, it does not clarify whether having stats makes a score more positive or 

negative.  
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 A second t-test was performed on the average reply compound scores of tweets with stats 

vs. tweets without stats, which also yielded statistically significant results at the 𝛼𝛼 = 0.05 

significance level (t = –7.857, p = 1.886 ∗ 10−14). Again, this only reveals significant 

differences in the sample means, but fails to elaborate on which direction. However, for both 

tests, the p-value was extremely small compared to the significance level, meaning the 

magnitude of the difference was of a large magnitude, regardless of the direction. 

 

3.3 Ordinary Least Squares Linear Regression 

 Ordinary least squares (OLS) is a linear regression technique that aims to minimize the 

values of the squared differences (also called residuals) between observed values and values 

predicted by the model. For this project, 3 OLS models were created, each with one additional 

coefficient corresponding to a feature of the data, to attempt to predict the average reply score for 

a tweet.  

 Model 1 was the first OLS model and began with two coefficients to represent a tweet 

having stats present vs. not having stats, and a tweet’s compound sentiment score. It can be 

represented with the following equation:  

𝑦𝑦 =  𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2  

 𝛽𝛽0 is the intercept term, which helps fit the data better. Without it, the model would be 

forced through the origin (0,0), which may not necessarily be the best fit for the data. 𝛽𝛽1 is the 

coefficient for the array of compound tweet scores (𝑥𝑥1: TWEET_SCORE_COMPOUND), and 

𝛽𝛽2 is the coefficient for the binary array indicating whether a tweet has stats or not (𝑥𝑥2: 

HAS_STATS_01), with a 1 indicating true, and a 0 indicating false. This array is special because 

it is a dummy array created specifically for this model, and it represents a column of the data 



 

25 
 

which is a Boolean column (a column of trues and falses). It was necessary to change this 

Boolean column into a binary column for the OLS function to work properly. 

 The equation derived from Model 2 has a similar form to Model 1, but with one 

additional parameter:  

𝑦𝑦 =  𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2 + 𝛽𝛽3𝑥𝑥3  

 𝛽𝛽3 is the coefficient for the array of the number of replies (𝑥𝑥3: NUM_REPLIES). This 

seems like a thorough model, that contains all the useful features from the data. However, the 

number of replies may not be normally distributed. In theory, more polar tweets (tweets with a 

very high or very low sentiment score) will generate more replies, whereas more neutral tweets 

(tweets with a score closer to 0) will have less replies. To account for this, Model 3 contains an 

additional parameter: the number of replies squared. It can be represented with this equation:  

𝑦𝑦 =  𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2 + 𝛽𝛽3𝑥𝑥3 +  𝛽𝛽4𝑥𝑥4  

 𝛽𝛽4 is the coefficient for a new dummy column (𝑥𝑥4: NUM_REPLIES_SQRD) which 

contains the number of replies squared. Theoretically, this will be able to account for non-

linearity in the distribution of the replies. Figure 5 displays the results of the three models.  
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Figure 5: Results of OLS Regression for 3 Models  

A: Model 1 results with only two parameters: tweet compound scores and whether the tweet has 

stats.  

B: Model 2 results with same parameters as model 1, but with one additional parameter: number 

of replies.  

C: Model 3 results with same parameters as model 2, but with number of replies squared 

parameter to account for non-linearity.  

 

 At the the 𝛼𝛼 = 0.05 significance level, we can see that the p-values for all the coefficients 

were statistically significant. This means that all coefficients that have p < 𝛼𝛼 are significantly 

different from 0, meaning they have a profound effect on the the model. If a p-value in Figure 5 

is listed as 0.000, it means that the value is smaller than 0.001.  

 The t-statistics from each model can be used to evaluate the impact of each feature on the 

model. A t-statistic is equivalent to the number of standard errors away from the mean of the 

distribution. Generally, if a t-statistic is greater than 2 or less than -2, it is said to be statistically 

significant. From Model 1, the compound tweet score has a t-statistic of 𝑡𝑡 = 7.992, meaning that 

the tweet score has a profound impact on the average reply score. This conclusion is supported 

by the t-statistics from Model 2 (𝑡𝑡 = 7.661) and Model 3 (𝑡𝑡 = 7.598) for the same parameter. 

To infer the direction of the impact, we can look at the coefficient, which is positive for all 3 

models. This means that a tweet with a positive sentiment score will generally have more 

positive replies, and a tweet with a negative sentiment score will have more negative replies.  

 Another extremely significant parameter was the binary parameter “HAS_STATS”, 

however the coefficients for each model with respect to this parameter are negative. Models 1, 2, 

and 3 all had statistically significant t-statistics, and negative coefficients. This means that 

having stats decreases the average reply score by a statistically significant magnitude.  
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 The parameters involving the number of replies were just barely statistically significant 

but had a far smaller magnitude than the previous two parameters mentioned. In Model 2, the 

“NUM_REPLIES” parameter had a very minutely positive coefficient, whereas in Model 3, the 

coefficient was larger. However, in Model 3, there was the additional parameter of 

“NUM_REPLIES_SQRD”, which had a negative coefficient. If the relationship between the 

number of replies and the average reply sentiment score is non-linear as hypothesized before, 

then these coefficients are unhelpful. Despite this, the coefficients for the last two parameters in 

Model 3 can be used to calculate the threshold number of replies where the average reply 

sentiment score will start to lower. For polynomials of degree 2 with the form 𝑦𝑦 = 𝑎𝑎𝑥𝑥2 + 𝑏𝑏𝑏𝑏 +

𝑐𝑐, the vertex can be calculated using the formula: −𝑏𝑏
2𝑎𝑎

 . In this case, a = 𝛽𝛽4 and b = 𝛽𝛽3. Using the 

values of these two coefficients from Figure 5C, the threshold is 62.6 replies. In the context of 

the model, this means that after ~62 replies, the average sentiment score of replies will start 

going down as opposed to before 62 replies, where the average sentiment score of replies was 

directly correlated with the number of replies.  
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4 Conclusion 

Based on the results from Models 1, 2, and 3, there is a clear relationship between a tweet 

containing information about stats and how that tweet is received by users on Twitter. Tweets 

that contain stats generally lead to lower sentiment scores in the replies, implying that they cause 

more controversy. This was consistent with the literature review, highlighting how statements 

with analytics cause controversy or heavier discourse in the basketball community.  

There are several factors that influence how a tweet is received, and this project covers a 

select few of them. There are two very important features that this project was unable to 

incorporate that future studies should consider. First is NBA player interaction with tweets. 

Tweets that players respond to directly are far more likely to get replies and media attention, and 

consequently cause controversy. Another Boolean column in the dataset showing if a player had 

interacted with a tweet would have been helpful in eliminating this factor. Next is some sort of 

correlative variable with the NBA season itself, specifically which games are happening on the 

day the tweet is posted. This feature is vaguer, but it is important not to ignore that people tweet 

based on what is happening in the world. For example, if the Denver Nuggets blew a big game 

against the Portland Trail Blazers, there would be many angry Denver fans tweeting at that 

specific time, just as there would be many happy Blazer fans gloating to those angry Denver 

fans. Tweets are not independent of real-world events, so establishing a link between what is 

happening in the timeline of the season with the timing of a tweet will help provide some insight 

into if analytics make these reactions more intense. There are a few lesser features that were also 

ignored or standardized for simplicity in this project, such as the number of followers each 

account has or how active accounts are on Twitter. The amount of data that can be incorporated 

and studied is limitless, and future researchers with more time, resources, and computing power 
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should incorporate them to paint a more complete picture of the role analytics plays in NBA 

twitter discourse.  

 This project shows that technology is an effective way to learn insights about people, and 

conversely people are an effective way to learn about technology. Not necessarily how 

technology works, but what role it plays in society. The rapid integration of analytics in the NBA 

comes with great promise and is advancing the way basketball is played and studied. However, 

with the integration of any new technology with widespread impact, it is important to gage the 

effect it has on communities. As this project has demonstrated, NBA analytics on Twitter can be 

a polarizing topic, as people will often use numbers to defend their own views about players, 

coaching styles, and strategies. The league is not slowing down with the integration of analytics, 

with new basketball technologies are being invented every day. This is why it is even more 

important that the NBA organization remains conscious of the logistical and ethical impacts of 

these technologies on the basketball community. Constant interaction with and research on the 

NBA community, players, and organizations ensures that the league remains a space of healthy 

competition, growth, and joy for basketball lovers around the world.  
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