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I. CALCULATIONS OF CIRCULAR DICHROISM (CD) SPECTRA FROM 

MOLECULAR CONFIGURATIONS 

We applied the standard methods developed by Schellman and others to model the 

delocalized electronic states of the dApdA dinucleotide as a function of base stacking 

conformations.1,2,3 In the formalism that follows, we consider only the contribution to the CD 

spectrum that emerges from the exciton interactions between the component adenine bases of the 

dApdA dinucleotide, and we neglect the minor contribution to the CD from the non-interacting 

adenine monomer, which provides a relatively weak signal for the fully unstacked conformation. 

When light of frequency 𝜈 interacts with a solution of optically active molecular chromophores, 

the left and right circularly polarized components are absorbed to different extents. The 

frequency (or wavelength) dependence of the differential extinction between left and right 

circular polarizations, Δ𝜀(𝜈) = 𝜀!(𝜈) − 𝜀"(𝜈), is called the CD spectrum. The CD spectrum can 

be understood in terms of the rotational strength 𝑅#$ of an electronic transition from an initial 

state |Ψ#⟩ to a final state ,Ψ$-, which is defined by the Rosenfeld equation 

𝑅#$ = Im01Ψ#|𝝁3,Ψ$- ∙1Ψ$,𝒎3 |Ψ#⟩6 . (s1) 

Here 𝝁3 and 𝒎3  are the electric and magnetic dipole transition moment operators, respectively. 

The states |Ψ#⟩ and ,Ψ$- are electronic eigenstates resulting from a chiral arrangement of coupled 

electric dipole transition moments (or EDTMs), which are each localized to a nucleic acid base 

residue. Equation (s1) shows that the rotational strength depends on the chirality of the coupled 

EDTMs, and its sign indicates the handedness (left versus right) of the chiral arrangement.  

The Hamiltonian of the coupled system is given by 

𝐻8 = 𝐻8% + 𝐻8& + 𝑉;%& (s2) 

where 𝐻8% and 𝐻8& are the Hamiltonian operators of monomers 1 and 2, respectively and 𝑉;%& is the 

coupling between electronic transitions localized to each monomer as defined in the Main Text. 

The matrix element 𝑉'%(& = 1𝜓'%|𝑉;%&|𝜓(&⟩ defines the coupling between monomer excited 

electronic states |𝜓'%⟩ (labeled a on monomer 1) and  |𝜓(&⟩ (labeled b on monomer 2). The 

electronic coupling is calculated using the extended-dipole model (EDM),4 which has been 

applied previously to cyanine dyes in self-assembled tubular J-aggregates,5 to cyanine dimers in 

DNA,6,7 and to canonical nucleic acid bases in short segments of DNA.8 In our current studies, 

the EDM accounts for the physical length of the adenine base by including for each monomer 
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electronic transition a one-dimensional displacement vector, 𝒍, that is oriented parallel to the 

EDTM direction. Each transition dipole moment is represented as two-point charges of equal 

magnitude and opposite sign (±𝑞) separated by distance 𝑙. The coupling matrix element is given 

by 

𝑉'%(& =
|𝝁'%||𝝁(&|
4𝜋𝜖𝜖)𝑙'%𝑙(&

D
1

𝑟%&'*(*
−

1
𝑟%&'+(*

−
1

𝑟%&'*(+
+

1
𝑟%&'+(+

G 
(s3) 

In Eq. (s3), 𝝁'% = 𝑞'%𝒍'% and 𝝁(& = 𝑞(&𝒍(& are the EDTMs of the transitions a and b on 

monomers 1 and 2, respectively, and the four distances 𝑟%&
'±(± are those between the positive 

and negative point charges on monomers 1 and 2. The vacuum permittivity of free space is 

given by 𝜖), and 𝜖 is the local dielectric constant. For all of our calculations we used the value 

of the dielectric constant, 𝜖 = 2, in accordance with prior conventions.9  

In principle, further improvements to the accuracy of our calculations could be achieved 

by using more detailed, quantum chemical calculations of the electronic transition charge 

densities. Nevertheless, the favorable comparison between our calculations and experimental 

data presented below suggests that the EDM provides a reliable estimate of the electronic 

couplings between adjacent bases for present purposes. 

We write the Hamiltonian on a monomer-site basis, such that singly-excited state wave 

functions are given by tensor products according to  

|Φ'%⟩ =,ϕ'%⟩,ϕ-&- and |Φ'&⟩ =,ϕ'&⟩,ϕ-%- (s4) 

In Eq. (s4), |ϕ'%⟩ and |ϕ'&⟩ denote the ath electronic excited states of monomers 1 and 2, 

respectively, and ,ϕ-%- and ,ϕ-&- are the electronic ground states. The number of distinct 

electronic transitions local to monomer 1 (2) is given by 𝑛%(&), such that the total number of site-

localized transitions is 𝑛010 = 𝑛% + 𝑛&. The Hamiltonian of Eq. (s2) may thus be written on this 

site basis as a 𝑛010 	× 	𝑛010 matrix with diagonal elements representing the single site excitations 

(with energies 𝐸'% and 𝐸(&) and off-diagonal elements representing the couplings 𝑉'%(& between 

monomer sites. Note that our formalism neglects the contribution from the isolated adenine 

monomer, which provides a signal for the fully unstacked conformation. In our calculations, 

however, this contribution is much smaller than the contribution due to the degenerate coupling 

of the adenine transitions.  
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Diagonalization of the Hamiltonian provides the eigen-states |Ψ2⟩ and eigen-energies 𝐸2 

of the electronically coupled dinucleotide.  In the so-called ‘exciton’ basis, the kth singly-excited 

state |Ψ2⟩ may be written  

|Ψ2⟩ = NN𝐶3'2 |Φ3'⟩
'

&

34%

 
(s5) 

where 𝐶3'2  is the expansion coefficient corresponding to transition a local to monomer m. In the 

exciton basis, the ground state of the dinucleotide is given by ,Ψ-- =,ϕ-%-,ϕ-&-. Using Eq. (s1), 

we may calculate the rotational strength 𝑅-2 (=𝑅2) for the kth electronic transition, where we 

assign the initial and final states to ,Ψ-- and |Ψ2⟩, respectively, and the total electric and 

magnetic dipole transition moment operators are given by vector sums 𝝁3 = 𝝁3'% + 𝝁3(& and 𝒎3 =

𝒎3 '% +𝒎3 (&. 

For a given transition k, the rotational strength depends on the relative orientation of the 

monomer EDTMs. For the case of coupled degenerate transitions (i.e. 𝐸'% = 𝐸(& and 𝐸2 =

𝐸'% + 𝑉'%(&), the rotational strength is given by  

 

𝑅2 =
𝐸2
4ℏ
[𝒓%& ∙ (𝝁(& × 𝝁'%)] 

(s6) 

For the case of non-degenerate coupled transitions (i.e. 𝐸'% ≠ 𝐸(& and 𝐸2 ≈ 𝐸'%), the 

rotational strength is given by 

 

𝑅2(𝐸'%) = −
𝐸'%𝐸(&

ℏ(𝐸(&& − 𝐸'%& )
[𝒓%& ∙ (𝝁(& × 𝝁'%)] 

(s7) 

We note that Eq. (s7) is written such that 𝐸'% > 𝐸(&.   

To calculate the CD spectrum, we consider the relationship between the 

rotational strength and the integrated area of the CD spectrum within a finite spectral 

range 𝜈5 → 𝜈55: 

𝑅 = 𝐴 Y
Δ𝜀(𝜈)
𝜈 𝑑𝜈

6!!

6!

 
(s8) 

where 𝐴 = 7.659 × 10-54 C2 m3 s-1. The CD spectral line shape is obtained by summing 

over all contributions from individual transitions according to 
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Δ𝜀(𝜈) = NΔ𝜀(𝜈2)
7"#"

24%

 
(s9) 

 

For each of the k electronic transitions, we approximate the CD spectral line shape as a 

Gaussian function Δ𝜀(𝜈2) = Δ𝜀2̅𝑒𝑥𝑝{−[(𝜈2 − 𝜈̅2)& 2𝜎2&⁄ ]}, where 𝜎2 is the Gaussian 

standard deviation, 𝜈̅2 (= 𝐸2 ℎ⁄ ) is the mean transition frequency, and Δ𝜀2̅ is the magnitude. 

Upon substitution of the above Gaussian function, Eq.(s8) is approximated by considering the 

frequency in the denominator to be constant over the width of the 𝑘 spectral line, 𝜈 ≈ 𝜈̅2, and 

by extending the limits of the integral, 𝜈5 ≈ 𝜈̅2 − ∆𝜈2 and 𝜈55 ≈ 𝜈̅2 + ∆𝜈2 with ∆𝜈2 ≫ 0. This 

is a standard approximation used in the calculations of the CD spectra.10 Solving the Gaussian 

integral, it follows that we may write the magnitude in this approximation as Δ𝜀2̅ =

𝑅2𝜈̅2 𝐴√2𝜋⁄ 𝜎2. The whole spectrum is then calculated from Eq.(s9) by including the EDM 

modeling of the rotation strength for each 𝑘 spectral line. 

 

II. SELECTING THE PARAMETERS FOR THE CALCULATION OF THE CD 

SPECTRUM 

 

Figure S1. The angle 𝛿 defines the direction of the electric dipole transition moment (EDTM) used 
in the CD calculations for the adenine bases of the dApdA dinucleotide monophosphate.  
 

        For the majority of our CD calculations, we used as input parameters to Eqs. (s6) and (s7) 

the EDTM data for 9-methyladenine obtained by Holmén et al. (Table S1) 11 and the dielectric 

constant 𝜖 = 2. In Table S1 we list for each transition the values we have used for the EDTM 

magnitude |𝝁|, orientation 𝛿, transition frequency 𝜈, and extended transition dipole charge 𝑞 

and displacement 𝑙 (see Fig. S1). In addition, to model the spectral line width of all monomer 
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electronic transitions we assumed the Gaussian standard deviation 𝜎2 = 0.2 eV. Our selection of 

these parameters was based on comparisons between the experimental CD spectrum of dApdA 

at room temperature in buffer at pH 7.2 containing 0.01 M NaPO3 and 0.1 M NaClO4, and CD 

calculations for which we assumed initially that the dApdA dinucleotide adopts only the B-

form. 

 

Table S1. Experimental values for the magnitudes and molecular frame orientations of the 
electric dipole transition moments (EDTMs) for 9-methyladenine obtained by Holmén et al,11 
and which we have used to model adenine mononucleotide in this work. All transitions are in-
plane 𝜋 → 𝜋∗, and are listed in order of increasing transition frequency. The angle 𝛿 specifies 
the counter-clockwise rotation of the EDTM vector within the plane of the adenine base 
relative to the C4-C5 bond axis (see Fig. S1). The partial charges for the extended dipole 
model were derived using the relation |𝝁| = 𝑞|𝒍|, and by representing the adenine base as an 
ellipse with major diameter (a) 4.6 Å and minor diameter (b) 2.6 Å, such that 𝑙 =
2𝑎𝑏 [𝑎&cos&(𝛿) + 𝑏&sin&(𝛿)]

$
%⁄ . 

 

Transition 𝜈 (cm-1) 𝜆 (nm) |𝝁| ( D) 𝛿 (°) 𝑙 (Å) 𝑞 (𝑒) 

I 36 710 272.4 1.65 +66 ± 7 3.96 0.09 

II 38 820 257.6 3.63 +19 ± 7 2.70 0.28 

III 43 370 230.6 1.15 −15 ± 6 2.66 0.09 

IV 46 840 213.5 2.52 −21 ± 7 2.72 0.19 

V 48 320 207.0 2.30 −64 ± 10 3.87 0.12 

 

For comparison, we present in Table S2 the empirical parameters from Williams et al.12  
Table S2. Empirical spectroscopic parameters from Ref. 12 for the Adenine monomer. 

Transition n, cm-1 µ, Debye d, deg 

I 37037 1.1 -87 

II 38022 4.0 -3 

III 42553 1.0 -87 

IV 46296 3.7 -87 

V 51282 3.7 -3 

VI 53476 4.2 -87 
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For all of the parameters that we tested (see Tables S1 and S2), we obtained moderately 

favorable agreement between experiment and theory. We note that the sensitivity of the 

calculated CD to the choice of input parameters was greatest at the shortest wavelengths (200 – 

250 nm) and least at the longer wavelengths (250 – 300 nm).  

 
 
Figure S2. (A) comparison of the CD spectrum theoretically predicted for the Watson-Crick B-form 
of dApdA and the experimental data by Cantor at al.13 We show both the spectra calculated using the 
Point Dipole Approximation (PDA) and the Extended Dipole Model (EDM). (B) Comparison of the 
CD spectrum theoretically predicted for the Watson-Crick B-form of dApdA and the experimental 
data, using either the empirical parameters from Holmén et al. (Ref. 11) or from Williams et al. (Ref. 
12). The effect of varying the dielectric constant (from e = 2 to e = 10) is also shown. In both panels, 
vertical arrows indicate the positions of the uncoupled transitions of the Adenine monomer listed in 
Table S1. 
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To demonstrate the sensitivity of the CD theoretical predictions to the choice of the 

empirical parameters selected in the CD modeling, we report first, in Fig. S2A, a study of 

the CD spectrum for the Watson-Crick B-form of dApdA calculated using two different 

models: (i) the simple Point Dipole Approximation (PDA); and (ii) the Extended Dipole 

Model (EDM). The spectrum of the B-form, predicted by the theory is similar in both 

approximations, and shows a good agreement with experiments in the low energy part of the 

spectrum. Figure S2B shows, instead, a study of the sensitivity of the calculations to the 

choice of the parameters. It reports results for the Point Dipole Approximation (PDA) 

calculation of the CD spectrum for the Watson-Crick B-form, while adopting either the 

empirical spectroscopic parameters from Holmén et al.11 or those from Williams et al.12 As 

can be seen, the positions and heights of the peaks change significantly at low wavelengths (high 

excitation energies), while they agree reasonably well at high wavelengths (low excitation 

energies). Thus, the results are qualitatively consistent with a slightly better agreement with 

the experimental values when using parameters from Table S1. Finally, the figure shows a 

study of the variation of the empirical dielectric constant, which is found to produce just a 

change in the intensity of the spectrum, without affecting the positions of the peaks. 

 

III. DECOMPOSITION OF THE CD SPECTRUM OF THE dApdA DINUCLEOTIDE 

MONOPHOSOPHATE 

Figure S3 displays the contributions to the CD spectrum of dApdA from each MSM 

macrostate. We assume only single-excited electronic states and five electronic transitions per 

adenine monomer, following the conventions used by Holmén et al (Ref. 11, Table S1). 

Proceeding on this basis we obtain ten total degenerate-pair contributions, given by five 

symmetric and five anti-symmetric transitions. To keep things simple we neglect here the 

contributions to the spectral decomposition from non-degenerate transitions, because 

degenerate contributions are dominant in the total CD spectrum (note that both degenerate 

and non-degenerate contributions are included in the CD calculations reported in the Main 

Text). 

In Fig. S3, different colors represent different transitions, while the dotted and the 

dashed curves represent the contributions from the symmetric and the anti-symmetric 

transitions, respectively. Due to the chirality, or lack of chirality, of the average structure in 
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each macrostate, only the states S3 and S4 provide significant contributions to the final CD 

spectrum. Of particular interest is the spectral decomposition of the two chiral macrostates 

with the largest stationary probabilities, S3 and S4. The first macrostate includes in its 

conformational distribution the Watson-Crick B-form, while the second includes the 

Hoogsteen form. 

 

 
 
Figure S3.  Spectral decomposition of the degenerate CD for the average structures of each of the five 
macrostates (S1 – S5) for dApdA. The contributions due to transition I (gray), II (red), III (blue), IV 
(cyan) and V (magenta) are decomposed into signals reflecting the symmetric (dotted) and anti-
symmetric (dashed) transitions. The total CD spectrum for each average structure is given by the solid 
(and thick) black line in each plot. 
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The average structures of each of these macrostates show that for the dominant low-energy 

transition (II, red), the decomposition into symmetric and anti-symmetric contributions are 

of the same sign for both the S3 and the S4 states, while the contributions to the first low-

energy transition (I, black) have opposite signs in the two macrostates. The average S3 and 

S4 macrostate structures, while of opposite handedness, are not mirror images of each other; 

rather, one of the adenine monomers in the average structure of S4 is ‘flipped’ relative to the 

same monomer in the average structure of S3, which is compatible with the Hoogsteen 

structure. It is the flipped base in the S3 macrostate that is responsible for its right-handed 

CD signal in the long wavelength region.   

 

IV. MODELING THE BASE STACKING OF dApdA USING MARKOV STATE 

MODELING PROCEDURES 

To analyze the base stacking of dApdA, we adopted a two-site description for each base, 

which defines vectors within the plane of each nucleotide. The first site is positioned between the 

𝐶9 and the 𝐶: carbon atoms in Adenine (see Fig. S4), while the second site was positioned 0.1 

nm along a line perpendicular to the vector connecting those atoms.  

 

 
Figure S4. (A) The two sites are placed within the plane of the Adenine base. The independent free 
energy parameters used in the MSM analysis are the radial separation between 𝐶! and the 𝐶" midpoints 
within each adenine monomer, and (B) the dihedral angle, 𝜙, between the in-plane vectors, here 
represented in an overhead view (C). 
 

The relative orientation of the four-bead model captures the relative distance between the 

adenine bases, and their relative torsion angle. The parameters reported in the Main Text for the 

free energy maps are thus defined in Fig. S4: the stacking torsional angle, 𝜙, is defined by the 

A B C

5’

3’ Ż
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dihedral between the in-plane vectors, while the distance, 𝑅, between nucleotides is given by the 

distance between the 𝐶9 and the 𝐶: midpoints of each base (see also Fig. 2 in the Main Text) . 

 

V.  PARTITIONING THE FREE ENERGY SURFACE IN MACROSTATES USING THE 

MARKOV STATE MODEL PROCEDURE 

We used the k-means++ algorithm14,15 to construct a kinetically-relevant, balanced 

clustering of the trajectories (using the Euclidean criterion) by partitioning the 107 conformations 

into 100 initial microstates. A transition rate matrix was constructed for these microstates and 

then diagonalized into eigenvalues and eigenvectors. From the eigen-spectra of the transition 

probability matrix, we constructed five macrostates by implementing a minimum error 

propagation version of the Perron-cluster cluster analysis (PCCA+). We justified our choice for 

these five macrostates by considering the related conformational landscape and the implied 

interconversion time scales. 

Rapidly interconverting molecular conformations were assigned to the same macrostate, 

while slowly interconverting conformations, which are separated by large barriers, occur 

between conformations that lie within different macrostates. By identifying and separating 

slowly interconverting conformations from rapidly interconverting ones, the MSM ensures that 

the slow processes obey Markovian statistics.  To sample slow transitions, we adopted a lag-time 

of 500 ps, and confirmed that under these conditions Markovian behavior was satisfied by 

checking that the Chapman-Kolmogorov condition applies16,17,18 (see Fig. S5).  

We started by assigning the simulation trajectory to W=100 discrete microstates 

using the k-means++ clustering algorithm as implemented in PyEMMA19 software program 

(the comparison with the case of assuming W=1000 is reported at the end of this section and 

shows no substantial difference in their predictions). Once the clustering of the simulation 

trajectory into microstates was completed, we defined a lag time  t and calculated the 

transition matrix, 𝑇(t	), by counting the number of transitions occurring between two given 

microstates during the defined lag time. The transition matrix, therefore, models the evolution 

of the probability vector, 𝑃;(𝑡 + t	) = 𝑃;(𝑡	)𝑇(t), which gives the probability of finding the 

system in a final state at time t+t, given that the system was in an initial state at time t, and 

had a probability of transition between states, during lag time t, that is given by the transition 

matrix, 𝑇(t	). 
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The diagonalization of the transition matrix gives eigenvalues and eigenvectors, which 

contain important information on the stable states in the free energy landscape and the kinetics 

of transitions between states. The eigenvalues (l) define the timescale of a transition 𝑖 during 

the lag time t  as 𝑡# = −τ/[ln 𝜆#(𝜏)],  while the eigenvectors define the partitioning of the free 

energy surface, and its 100 microstates, into a smaller number of macrostates. Because the 

transition matrix is a regular stochastic matrix, the Perron-Frobenius theorem guarantees that 

the first eigenvalue is equal to one, which corresponds to an infinite transition time 𝑡%. Thus, 

the corresponding first eigenvector has only positive entries, and defines the equilibrium (𝑡% =

∞) population of the macrostates, which in our calculation of the CD spectrum gives the 

percentage contribution of each macrostate to the final CD function (see Fig. 7 in the Main 

Text). By inspecting the eigenvalues, it is possible to identify a gap, corresponding to a gap in 

the transition times, which separates slow from fast transitions. The eigenvector that 

corresponds to that eigenvalue defines, with the number of its “nodes”, the number of 

macrostates into which the free energy landscape needs to be partitioned to separate fast 

transitions (inside one macrostate) from slow, and biologically relevant, transitions (between 

macrostates). In our case this condition is fulfilled when the free energy map is partitioned 

into five macrostates (see Fig. 6A in the Main Text). The lag time, t, at which the kinetics of 

the stacking-unstacking fluctuations become uncorrelated, is identified by testing at which t 

the transitions between states become Markovian. To test the Markovian nature of those 

transitions, we adopted the standard procedure based on fulfilling the Chapman-Kolmogorov 

condition. When dynamical processes are Markovian (i.e. uncorrelated), the transition matrix 

sampled at a multiple, 𝑛, of the lag time, t, is equal to the transition matrix at lag time t  to the 

𝑛 power: 𝑇(𝑛𝜏) = 𝑇(𝜏)7, which implies that the eigenvalues 𝜆(𝑛𝜏) = 𝜆(𝜏)7. As a 

consequence, the timescale of a transition becomes independent of the time used to sample the 

simulation trajectory. In fact 𝑡#(𝑛𝜏) = − 7<
[>7?&(7<)]

= − 7<
7[>7?&(<)]

= <
[>7?&(<)]

= 𝑡#(𝜏), which is 

the Chapman-Kolmogorov condition. 

To test this condition, Fig. S5 reports the transition time as a function of the lag time 

and identifies the time at which the process becomes Markovian as the time where 𝑡#(𝑛𝜏) 

becomes constant. Fig. S5 shows that in our system there are four slow processes that are fully 

Markovian when transitions are sampled at a lag time longer than 500 ps. Thus, a lag time of 

500 ps has been selected for the calculations reported in the Main Text. The number of slow 
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Markovian processes detected in this plot, which is defined as the number of lines that 

becomes constant while fulfilling the necessary condition that 𝑡#(𝜏) ≥ τ, is consistent with a 

number of macrostates equal or higher than five, thus supporting the number of macrostates 

selected in our analysis.  

As can be seen in Fig. S5, beyond 0.5 ns, the transition time ( implied timescale) is 

almost level. This means that starting at 0.5 ns, and at longer time lag, the coarse graining of 

the free energy map into five macrostates gives kinetics transitions between macrostates that 

are Markovian, indicating that a reasonable separation of timescales exists in the spectral 

decomposition of the transition matrix. The fulfillment of the Chapman-Kolmogorov 

condition ensures that the transition time is independent of the number of uncorrelated 

steps that are used to model the process. 

 

 
Figure S5. Transition time measured as a function of increasing lag time, for the simulation of 
dApdA in solution at 0.1 M salt concentration, where the free energy landscape is 
partitioned into five Markov states. Different colors display different transition processes. For the 
four slowest processes the transitions become Markovian around 500 ps. The black dashed line defines 
the condition for which the transition time is equal to the sampling lag time: processes that occur in a 
time faster than the sampling time cannot be sampled and are discarded. 
 

 

 

VI. IDENTIFYING THE OPTIMAL NUMBER OF MICROSTATES.  

The number of microstates to be used in the MSM analysis depends on the precision 

Tr
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tio

n 
tim

e 
/ p

s

Lag time / ps



 14 

we want to achieve in the MSM calculations, while avoiding underfitting and overfitting. 

The optimal number is roughly related to the number of structural parameters and the 

number of groups/residues in the molecule. Here, we studied a relatively small system 

(dApdA) using simple structural parameters, which suggests that a small number of 

microstates could be sufficient. Note that when the number of microstates is not optimum, 

the kinetic information and/or the positions of the barriers and the border between 

metastable states can be inaccurately predicted because of underfitting or overfitting. In this 

Section, we investigate the sensitivity of the CD spectra predictions and the related kinetic 

information to the number of microstates and compare the results for 100 and 1000 

microstates, while in the Main Text we reported the results for 100 microstates. 

 

Table S3. Stationary normalized probability distributions of PCCA+ macrostates when the 

MSM contains either 100 or 1000 microstates. 

 S1 S2 S3 S4 S5 

100  microstates 0.026 0.028 0.090 0.373 0.483 

1000  microstates 0.024 0.027 0.095 0.372 0.482 

Table S3 reports the stationary distribution (i.e. the first eigenvector of the transition 

matrix) for each of the macrostates in the 100- and 1000-microstate MSM models (see also 

Fig. 6 in the Main Text). As it can be seen, there is no significant difference between them, 

indicating that selecting either number of microstates does not entail significant changes in 

the borders between macrostates. Thus, the slight change in border resolution does not 

significantly affect the long-time properties of the Markov chain, whether 100 or 1000 

microstates were used. 

 

In Table S4 we show the mean first passage times (MFPTs) between the 

macrostates when 100 microstates are used to build the transition matrix for the MSM. 

When compared to the analogous table for 1000 (see Table S5), it shows that there is no 

significant difference between the MFPTs calculated using 100 or 1000 microstates. 

Finally, we compare the behavior of the implied timescales as a function of the lag time 

for the 100- and the 1000-microstate MSMs, and we find that the transition time fulfills the 

Chapman-Kolmogorov condition at a lag time consistent in the two cases (data not shown).  
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Table S4. Mean first passage times (MFPTs) in nanoseconds between the five macrostates of the 

dApdA system at [NaCl] = 0.1 M. The MFPTs were calculated using the Markov state model 

analysis of the free energy landscape (Fig. 6A in the Main text) and 100 microstates. Note that 

the unit of time is ns and rows and columns indicate initial and final macrostates, respectively. 

i \ f S1 S2 S3 S4 S5 

S1 0.0 35.0 13.1 5.9 3.2 

S2 56.4 0.0 12.6 4.5 3.2 

S3 58.7 37.0 0.0 6.1 2.4 

S4 59.1 36.4 13.4 0.0 4.6 

S5 58.1 36.9 11.5 6.5 0.0 
 

 

Table S5. Mean first passage times (MFPTs) in nanoseconds between the five macrostates of the 

dApdA system at [NaCl] = 0.1 M. The MFPTs were calculated using the Markov state model 

analysis of the free energy landscape (Fig. 3A in the Main text) and 1000 microstates. Note that 

the unit of time is ns and the initial and target macrostates are in rows and columns, 

respectively. 

 

 

VII. SIMPLIFIED CD SPECTRAL CALCULATION USING MSM AVERAGED 

MACROSTATE CONFORMATIONS 

In the Main Text, we showed that the CD spectrum of the dApdA system can be 

decomposed into contributions from five different MSM macrostates, which are defined based 

i \ f S1 S2 S3 S4 S5 

S1 0.0 36.2 13.0 6.3 2.9 

S2 68.4 0.0 12.3 4.6 3.3 

S3 70.9 38.3 0.0 6.2 2.5 

S4 71.5 37.6 13.1 0.0 4.7 

S5 69.9 38.2 11.2 6.6 0.0 
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on their bounded positions within the free energy landscape 𝐺(𝑅, 𝜙) of 10 million MD-sampled 

microstate configurations (see Fig. 3B). Of the five macrostates, only S3 and S4 contribute 

significantly to the CD spectrum (see Fig. 7). Our results suggest that we may apply a relatively 

simple model to achieve the structural interpretation of the dApdA CD spectrum. Having 

identified the key macrostates relevant to the CD observable (see above), we next determine the 

smallest number of structural parameters necessary to characterize these macrostates. Given a 

reduced set of conformations for the various macrostates, in addition to specification of their 

relative weights, it is possible to greatly speed up the computation time needed to simulate the 

CD spectrum. In principle, such structural models can be used for the general interpretation of 

any spectroscopic measurement performed on the dApdA system.  

For each of the five macrostates we determined an average conformation with mean and 

standard deviation of the inter-base separation defined according to 

 

𝑅�A =
1
𝑁A

N𝑅A,7

C'

74%

 
 (s10) 

and 

𝜎A," = �
1
𝑁A

N�𝑅A,7 − 𝑅�A�
&

C'

74%

�

$ %⁄

 
 (s11)  

 

We similarly defined the means and standard deviations of the inter-base twist, tilt and roll 

angles according to  

 

𝜃̅A =
1
𝑁A

N𝜃A,7

C'

74%

 
  (s12) 

and 

𝜎A,D = �
1
𝑁A

N�𝜃A,7 − 𝜃̅A�
&

C'

74%

�

$ %⁄

 
  (s13) 
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where 𝜃A,7 ∈ �𝜙A,7, 𝛼E!F:!GA,7, 𝛽E!F:!GA,7� are the nth twist, tilt and roll angles, respectively, of the 

𝑁A configurations contained within the Ath macrostate (see Fig. 2 in the Main Text and Fig. S4 

for coordinate definitions). In Table S6, we list the mean and standard deviation parameters for 

each macrostate, in addition to the associated number fractions 𝑝A (= 𝑁A 𝑁010⁄ ) calculated from 

the MSM analysis. 

In Figs. S6A – S6E we show our CD calculations for macrostates S1 – S5, respectively, 

which were determined from the mean macrostate conformations (shown as red curves). We 

compare these to the calculated CD spectra by summing over all of the configurations contained 

within each macrostate (blue curves). 

 

Table S6. Means and standard deviations of the structural parameters corresponding to the five 

macrostates A, for dApdA, which are labeled S1 – S5. The mean inter-base separation 𝑅�A, mean 

twist angle 𝜙�A, mean tilt angles 𝛼�E!F:!GA, and roll angles 𝛽̅E!F:!GA are defined by Eqs. (s10) – 

(s13), which are based on the structural coordinates defined in Fig. 2 of the Main Text and Fig. 

S4. The values for the equilibrium population, 	𝑝A,  are used as weights for computing the CD 

spectrum from the mean macrostate conformations, as shown in Fig. S6.  

A 𝑝A 𝑅�A 

(Å) 

𝜎A,"   

(Å) 

𝜙�A      

(°) 

𝜎A,H 

(°) 

𝛼�E!F:!GA  

(°) 

𝜎A,I)!*+!,   

(°) 

𝛽̅E!F:!GA    

(°) 

𝜎A,J)!*+!,     

(°) 

S1 0.026 4.5 1.1 145.0 6.0 155.3 

(28.6) 

9.8  

(10.6) 

33.2  

(-28.9) 

39.7 

(51.4) 

S2 0.028 12.2 1.4 12.0 183.6 160.1 

(23.8) 

5.3  

(6.3) 

-58.6  

(-4.1) 

61.9 

(59.8) 

S3 0.090 4.0 0.3 44.0 1.8 139.0 

(43.5) 

8.3  

(8.6) 

-28.6  

(-14.3) 

82.2 

(72.2) 

S4 0.373 4.7 0.9 -91.7 15.2 148.5 

(33.2) 

9.5  

(9.8) 

-76.2 

(21.3) 

28.9 

(56.1) 

S5 0.483 5.0 0.9 5.9 10.0 159.0 

(22.7) 

7.4  

(7.6) 

-69.3 

(32.5) 

29.4 

(38.9) 
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Figure S6. (A) – (E) Each panel shows, for each macrostate, the comparison between the contribution to 
the CD spectrum from all the conformational states in the macrostate (blue curve) and the contribution 
from the averaged macrostate structure (red curve), with structural parameters listed in Table S6. The 
molecular models representative of the averaged dApdA structures are shown as insets within each panel. 
The 5’ nucleotide is shown in blue, and the 3’ nucleotide and phosphate are shown in red. (F) The 
weighted sum of the macrostate contributions to the total CD are shown in gray, and the weighted sum 
from the averaged structures in red. The experimental CD spectrum13 is shown as a dashed black curve. 
 

 The insets in Figs. S6A – S6E show the molecular models of the dApdA 

dinucleotide that represent the corresponding mean macrostate conformations. For macrostates 
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S1, and S3 – S5, the calculated CD spectrum of the mean conformation are similar in shape to 

those of the full macrostates, although the magnitude of the CD in each case is somewhat 

overestimated by the mean conformation. This agreement is less favorable for macrostates S2, 

which is likely due to the broad dispersion of conformations contained within this macrostate. 

As discussed in the Main Text, the two macrostates that contribute most significantly 

to the CD spectrum are S3 and S4. Our determination of the mean conformations allows us 

to apply a structural interpretation to these contributions. Macrostate S3 exhibits, on 

average, a stacked and right-handed conformation, while macrostate S4 exhibits a stacked 

and left-handed conformation. The S3 mean conformation resembles that of flanking bases 

in B-form duplex DNA, which gives rise to the ‘right-handed’ Cotton effect observed in the 

long wavelength region of the CD spectrum. The relative roll angle of the S4 conformation 

is large (𝛽̅:!K9 − 𝛽̅E!K9 = 97.5°), such that the 3’ base is ‘flipped’ relative to the 5’ base. This 

conformation also gives rise to the right-handed long wavelength CD spectrum. A spectral 

decomposition analysis of macrostate S4 shows that the right-handed long wavelength CD is 

consistent with this flipped base conformation (see Fig. S3 above). Although the S5 

macrostate represents 48.3% of the total population, it contributes very little to the CD 

spectrum due to its predominantly achiral symmetry and correspondingly low rotational 

strength. Finally, the S1 and S2 macrostates do not contribute significantly to the CD 

spectrum due to their small populations. 

 

 

VIII. DISTRIBUTIONS OF THE THETA ANGLE AT INCREASING WATER 

SEPARATION FROM THE PHOSPATE OXYGEN FOR dApdA 

 

In Fig. S7, we report the distributions of the angle 𝜃 that defines the orientation of the 

water dipole moment 𝜇L%M relative to the vector PO+++++⃗ #!$ , which connects the water oxygen to the 

central phosphorous atom P of the dApdA (see Fig. 5A of the Main Text).  The distributions are 

reported for the dApdA dinucleotide at monovalent salt concentration [NaCl] = 0.1 M. Each 

distribution is defined over a narrow range of distances corresponding to a given hydration shell 

relative to the P atom. With the exception of the first distribution, which displays an irregular 

structure due to the exclusion of water molecules from the nearest distances around the P atom,  
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 Figure S7.Distributions of the angle 𝜃 between the water dipole moment 𝜇⃗#!$ and the vector PO+++++⃗ #!$, as 
a function of distance between the water oxygen and the central phosphorous atom P. The distributions 
are shown as a function of increasing distance from the P atom, and for the salt concentration 
[ N a C l ]  =  0.1 M. The non-uniform broadening of the distributions indicate the presence of 
hydrogen bonding between successive hydration shells and loss of orientational correlation with the 
P atom with increasing distance. 
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all of the remaining distributions appear as continuous and smoothly varying functions of the 
angle 𝜃. The distributions exhibit a symmetric shape only for the hydration layers that are 
separated from the P atom by more than 7 Å. For shorter distances, we observe well-defined non-
uniform distributions of the water dipole orientations, which indicate the presence of hydrogen 
bonding between successive hydration shells. From our calculations of the average angle, we see 
that at short distances  < 〈cos 𝜃〉 	≈ cos〈𝜃〉 , as shown in Fig. 5 of the Main Text.  
 
IX. DECAY OF THE TIME AUTOCORRELATION FUNCTION OF THE INTER-
BASE SEPARATION, R(t). 
To ensure that the system is converged and that the FES displayed in Fig. 3A in the main 
text represents the system at equilibrium, we report in Fig. S8 the decay of the 
autocorrelation function of the fluctuations away from the equilibrium value of the inter-
base distance, ∆𝑅(𝑡) = 𝑅(𝑡) − 〈𝑅〉 . 
The autocorrelation function is defined as 𝐶"(𝑡) =

〈∆"(0)∆"())〉
〈∆"())%〉

.  The autocorrelation function 

decays to zero, for all the salt concentrations, on a timescale of a few nanoseconds. Note that 
the decay is similar at all salt concentrations up to [NaCl]=1. M, but becomes faster in the 
high salt concentration regime ([NaCl]=1.5 M), where bases are largely unstacked. 
 

 
 
Figure S8. Decay of the time autocorrelation function of the fluctuations of inter-base separation for 
samples at increasing salt concentration. The system reaches equilibrium in approximately 10 ns, 
with the sample at salt concentration higher than 1.0 M relaxing faster than any of the other salt 
concentrations. In contrast, the samples at salt concentrations below 1 M decay at very similar rates. 
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