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DISSERTATION ABSTRACT 

 

Daniel O’Hara 

 

Doctor of Philosophy 

 

Department of Earth Sciences 

 

December 2020 

 

Title: The Signatures of and Feedbacks between Magmatic and Surface Processes in Volcanic 

Provinces 

 

 

In this dissertation, I analyze the relationship between magmatic structures in the upper- to 

mid-crust and overlying surface topography. Beginning with a theoretical approach, I examine the 

impact of localized uplift perturbations associated with shallow magmatic intrusions on regional-

scale landscape evolution. I find that landscape response varies from simple knickpoint 

generation to regional river channel reorganization and drainage divide migration. Furthermore, I 

determine a series of nondimensional numbers that predict transient topographic evolution. 

Afterwards, I expand on this framework to explore the topographic signatures of regional and 

long timescale crustal magmatism. Starting from an elastic deformation model of a single 

intrusion, I simulate the topographic impact of many stochastically-emplaced intrusions. I find 

that intrusion spatial distribution controls the topographic expression of magmatism and the 

degree of crustal thickening versus topography generation. Furthermore, I parameterize these 

results using a thin-plate flexure model, showing that shallower and larger intrusions cause higher 

surface relief consistent with an effective plate thickness that scales with mean intrusion depth. In 

the final chapter, I move from theory to observations and analyze the correspondence between 

surface and subsurface signatures of magmatism in the Cascades Arc (northwestern U.S.) by 

combining geological and geophysical data. Using a recently-published database of volcanic 

vents that erupted during the Quaternary, I derive volume estimates for 2835 edifices, and find 

that these volumes correspond to ~50% of total extruded volumes within the Cascades over the 
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last 2.6 Myr. Afterwards, I analyze the correlation between edifice volumes, vent spatial 

distributions, and geophysical datasets that constrain shallow- to mid-crustal structures. I find that 

both the number and magnitude of correlations increase when datasets are interpolated to 

volcanic vents. Furthermore, correlation magnitudes are highest with the most-recently active 

vents, and decrease through time, suggesting transient evolution of crustal magmatic structure 

over the last 2.6 Myr. Together, these chapters provide new insight into the ability to characterize 

crustal magmatic systems from topographic form and response, and are broadly applicable to 

volcanic provinces both on Earth and other planetary bodies. 
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CHAPTER I 

INTRODUCTION 

Volcanic landscapes encode the long-term interaction between plate tectonics, 

magmatism, and climate. Topography in these terrains grow through a combination of bottom-up 

(surface uplift associated with magmatic intrusions) and top-down (surface mantling by lava 

flows and eruptions) processes on timescales shorter than tectonics and erosion; generating 

landforms that have surface areas spanning ~9 orders of magnitude (Karlstrom et al., 2018). 

Studies of volcanic surfaces and underlying magmatic systems are typically completed through 

dense geological (e.g., Sherrod and Smith, 2000; Vanorio et al., 2005) and geophysical (e.g., 

Hooft et al., 2017; Janiszewski et al., 2019) surveys. However, often neglected in these analyses 

is the relationship between the topographic form of volcanic regions and the subsurface magmatic 

structure, which are generally treated as independent systems (e.g., Grosse et al., 2009; Annen et 

al., 2015). Thus, my research focuses on understanding the relationship between volcanic surface 

topography and the underlying magma plumbing systems, providing a new perspective with 

which to analyze and interpret volcanic regions. 

My dissertation analyzes to what extent volcanic surfaces can be used to infer the spatial 

and temporal history of crustal magmatism. This work has partially focused on the western U.S., 

where Cascade arc volcanism has been active over the last 40 million years (Priest, 1990); 

however, the results of my research are applicable to both global and planetary volcanism studies. 

The main questions I explore are (1) what is the topographic signature of magma intrusions and 

how do such perturbations affect long-term landscape evolution, and (2) can volcanic edifice 

topography be used to constrain recent (< 2.6 Myr) extrusion rates and crustal magma system 

evolution within volcanic arcs? I employ various techniques to these answer these questions, 

including numerical modeling, remote sensing, and statistical analysis of synthesized datasets.  
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In Chapter II, I analyze the long-term landscape response to transient localized uplift 

perturbations associated with magmatic intrusions. Using both 1D and 2D numerical landscape 

evolution models, I explore surface response to perturbations of varying sizes, uplift rates, 

timescales, and basin positions. I find that landforms associated with this process can create 

disrupt topography on scales larger than the initial landform, suggesting these meso-scale (105 – 

1010 m2 planform area) features can compete with larger-scale (> 1010 m2) processes, such as 

tectonics and climate, to control landscape development. My models show that typical landscape 

response to localized uplift can range from small channel knickpoint creation to channel 

beheading, plateau formation, and even basin-scale channel network reconfiguration. Finally, I 

show that landscape response can be predicted with consideration to both the initial basin 

conditions and the parameters of the perturbation. This defines a set of quantitative metrics that 

can be used to better understand landscape evolution in volcanic terrains. 

Chapter III builds off of Chapter II and analyzes the topographic signatures of province-

scale crustal magmatism. Using a purely elastic model for deformation associated with magma 

transport, I simulate topographic uplift associated with multiple generations of stochastically-

emplaced magmatic intrusions within the crust. I test the effects of varying intrusion depths, 

sizes, and spatial distributions on surface development. I also assess the ability to estimate 

intrusion distributions using plate flexure analysis. I find that spatial distribution dominantly 

controls whether crustal magmatism contributes more to regional crustal thickening or local relief 

generation, with intrusion size and depth distributions determining the amount of relief generated. 

Furthermore, I find that spatially-dispersed intrusions can in some circumstances be approximated 

by a distribution of forces applied to a thin, constant-thickness elastic plate; however, spatial 

intrusion overlap in more clustered stochastic models limit the information that can be gained 

from topography alone. These results provide a baseline for understanding the relationship 

between topography and underlying magmatic systems. 
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Finally, Chapter IV explores the correspondence between volcanic edifices and the 

underlying crustal magmatic structure in the Cascades arc (western U.S.). Using a database of 

2999 vents that have erupted in the Cascades throughout the Quaternary, I determine edifice 

boundaries from digital elevation models (DEMs). I then derive edifice volumes using bounded 

topography and generate new estimates of extruded material for the Cascades, finding that 

edifices likely represent ~50% of total Quaternary eruptive output. Afterwards, I combine edifice 

volume and vent spatial density distributions with a diverse set of geophysical data of the upper 

crust to analyze the correlation between datasets. I find a high degree of correlation between 

datasets occurring under vents throughout the arc, with the strongest correlations associated with 

the most-recently active vents, suggesting a transient change in the magmatic structure under the 

Cascades over the last 2.6 Myr. Finally, I analyze the temporal change in the spatial distribution 

of active vents throughout the Quaternary. I find temporal trends between localized and 

distributed volcanism are variable throughout the arc, highlighting the competition between 

crustal magmatic focusing and tectonic extension. This study presents a range of relationships 

that are applicable to other arcs worldwide, where geologic or geophysical data may be more 

scarce.  

Chapter II of this dissertation was published in Earth and Planetary Science Letters with 

coauthors Leif Karlstrom and Joshua J. Roering. Chapter III was coauthored by Leif Karlstrom 

and Nathanial Klema. Chapter IV was published in Geology with coauthors Leif Karlstrom and 

David W. Ramsey. 
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CHAPTER II 

DISTRIBUTED LANDSCAPE RESPONSE TO LOCALIZED UPLIFT AND THE 

FRAGILITY OF STEADY STATES 

From O’Hara, D., Karlstrom, L., and Roering, J. J. (2019). Distributed landscape response and the 

fragility of steady states. Earth and Planetary Science Letters, 506, 243-254. 

https://doi.org/10.1016/j.epsl.2018.11.006 

1.0 Introduction 

Bedrock landscapes dynamically adjust in response to environmental perturbations on 

timescales of thousands to millions of years (Sweetkind and Blackwell, 1989). At the core of such 

landscape evolution is the competition between surface uplift relative to the geoid and erosion. 

Landscapes are in steady state (in terms of sediment flux) when rates of uplift and erosion are 

equal at all points on the landscape (e.g., Whipple and Tucker, 1999). Signatures of non-steady 

state topography are widespread and multiscale, depending on the processes that govern uplift 

and erosion. 

Within fluvial channels, localized convexities (knickpoints, that sometimes propagate 

upstream as kinematic waves, Seidl and Dietrich, 1992) record and transmit transient changes in 

uplift or erosion. Outside of channels, topographic adjustment occurs on hillslopes and drainage 

divides, and through formation of low-relief surfaces (plateaus) (Mudd and Furbish, 2005; Willett 

et al., 2014; Whipple et al., 2017b)  

It is useful to characterize transient topography according to spatial scale. At small scales, 

adjustment may result from morphologic changes in soil-mantled topography caused by channel 

incision gradients (Mudd and Furbish, 2005), landslide thresholds (Larsen and Montgomery, 

2012), or other localized processes (e.g. vegetation, climate). As spatial scale grows, the potential 

for transient signals to propagate from far-field sources increases: knickpoint propagation rate in 

fluvial channels is controlled by upstream drainage area (e.g., Lague et al., 2014); while drainage 
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divides migrate in response to changes in downstream lithology (Sweeney et al., 2012), faulting 

(Duvall and Tucker, 2015),  uplift (Willett et al., 2014), and precipitation (Bonnet, 2009). 

At larger scales still, transient plateaus can record either changes in uplift that generate 

‘relict topography’ (Whipple et al., 2017a), or changes in erosion associated with channel capture 

and beheading (Willett et al., 2014; Yang et al., 2015). Orogen-scale signals of landscape 

response to perturbations can span ~100 km2 areas or larger (Kirby and Whipple, 2001; Braun et 

al., 2013). These include drainage reorganization or channel inversion associated with tilting or 

subsidence (Braun et al., 2013) and channel network disequilibrium across multiple drainage 

basins (Willett et al., 2014). Transience suggested by differences between local and regional 

slopes likely extends to continental scales (Black et al., 2017). 

Many landscape evolution studies have focused on response to large-scale perturbations 

due to  tectonics (e.g., Kirby and Whipple, 2001; Willett, 2010), mantle upwelling (e.g., Braun et 

al., 2013), or climate (Bonnet, 2009). These processes affect multiple catchments, as seen by 

comparing typical perturbation areas to average Strahler-order basin areas (Figure 2.1) (Strahler, 

1957; Shen et al., 2017). For example, variable tectonics affects landscape areas on the order of 

~1010 − 1014 m2, at rates of ~10−7 − 10−1 m/yr (Wilkinson et al., 2009). 

However, not all landscape perturbations occur on large scales. Volcanism (Karlstrom et 

al., 2018), salt domes (Anderson et al., 1973), and landsliding (Guzzetti et al., 2009) occur on 

sub-catchment scales (Figure 2.1). These meso-scale perturbations are likely small compared to 

those from mantle upwellings or tectonics, but may have a significant impact on landscape 

adjustment and induce feedback mechanisms due to their effect on upstream catchments and 

repeated occurrences in time. Such perturbations dominate land surface uplift in long-lived (>

1 − 10 Myr) volcanic terrains, which occupy roughly 10% of current land area globally 

(Wilkinson et al., 2009). 

Understanding landscape response to such meso-scale uplift perturbations motivates this 

study. We use magmatic landforms as a template for the uplift perturbations. For example, 
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laccoliths have heights ranging between ~30 − 9500 m with planform areas ~0.16 − 11000 

km2 (Figure 2.1, blue line) (Gilbert, 1877; Corry, 1988). These structures form via flexure of near 

surface rocks due to the emplacement of shallow magmatic sills (de Saint-Blanquat et al., 2006), 

which may generate local uplift rates of ~1 − 103 m/yr over monthly to 100 yr timescales (de 

Saint-Blanquat et al., 2006; Castro et al., 2016). Such perturbations are near-instantaneous 

compared to bedrock erosion on this spatial scale. 

 

Figure 2.1 – The observed range of uplift scales on Earth, in terms of planform area. Colored lines show distributions 

of volcanic landform areas that represent a class of important meso-scale uplift perturbations. Black horizontal lines 

show ranges of other meso-scale perturbations and larger scale tectonic drivers. Sources listed in the text. Arrows 

indicate range continues beyond limit of the figure. Red vertical lines represent drainage basin areas of Strahler-order 

catchments for fluvial erosion. Purple horizontal line represents perturbation areas modeled in this study. 

In what follows, we explore the response of an initially steady-state landscape to finite 

uplift that occurs on spatial scales smaller than a typical drainage basin. We use 1D and 2D 

landscape evolution models to quantify transient landscape response. We find that response can 

vary from simple knickpoint generation to plateau formation and basin reorganization. Upstream 

drainage divides adjust to uplift perturbations through lateral migration and amplification. Ridge 
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migration velocities are well predicted by a model that integrates downstream channel and 

hillslope processes. 

2.0 Methods 

We develop numerical landscape evolution models in stages of increasing complexity. 

1D models have one steady-state solution, simplifying transient evolution (e.g., Perron and 

Fagherazzi, 2012). We then develop a 2D model to illustrate similarities and differences in a 

system with more spatial degrees of freedom. Parameters and variables are provided in Table 2.1. 

Changes in surface elevations at a point in response to uplift relative to the geoid and 

erosion (England and Molnar, 1990) are described by 

 𝜕𝑧

𝜕𝑡
= 𝑢 − 𝐸, (2.1) 

where 𝑧 = 𝑧(𝑥, 𝑦, 𝑡) is elevation, 𝑢 = 𝑢(𝑥, 𝑦, 𝑡) is uplift rate, 𝐸 = 𝐸(𝑥, 𝑦, 𝑡) is erosion rate, 𝑥 and 

𝑦 are spatial coordinates, and 𝑡 is time. We account for both fluvial and hillslope erosion, 

modeling transient ridge migration within a dominantly detachment-limited fluvial setting. 

2.1 Erosion laws 

Fluvial bedrock erosion occurs by abrasion and plucking, induced by shear stress acting 

on the channel bed, and is generally described by the semi-empirical stream power law (e.g., 

Whipple and Tucker, 1999): 

 𝐸 = 𝐾𝐴𝑀|∇𝑧|𝑁, (2.2) 

where erodibility coefficient 𝐾 = 𝐾(𝑥, 𝑦, 𝑡) and 𝐴 = 𝐴(𝑥, 𝑦, 𝑡) is upstream drainage area. 𝑀 and 

𝑁  are empirical exponents, with  
𝑀

𝑁
  often ~0.5 in terrestrial landscapes (Whipple and Tucker, 

1999). For simplicity we assume 𝑁 = 1 and 𝑀 = 0.5, although this is not observed for all 

landscapes (Harel et al., 2016). We further assume uniform lithology and precipitation, and thus 

constant erodibility 𝐾 = 10−6  m1-2M. In many landscapes, 𝐾 ranges ~10−7 – 10−3 (Stock and 

Montgomery, 1999). 



8 

 

The formulation of equation (2.2) requires assumed relations between channel geometry 

(i.e. width and depth) and basin state (i.e. topology, drainage area, structural state) that are 

empirically-defined (Whipple and Tucker, 1999). Furthermore, use of equation (2.2) over all 

channelized portions of the landscape suggests river discharge is always large enough to both 

transport all sediment loads through the system  and create shear stress in excess of that required 

for bedrock erosion (Whipple and Tucker, 1999). Despite its simplicity, the stream power law is 

prevalently used in landscape evolution models (e.g., Braun and Willett, 2013; Goren et al., 2014) 

and to derive metrics that define landscape disequilibrium (e.g., Kirby and Whipple, 2001; 

Royden and Perron, 2013; Willett et al., 2014). Thus, equation (2.2) permits exploration of 

localized perturbations on landscape scale without appealing to complex erosion mechanics that 

are under development and require challenging parameterization. 

We assume soil-mantled hillslopes with gentle enough slopes that landsliding does not 

occur, requiring soil production rates to be in equilibrium with erosion (Roering et al., 2001). 

Downhill sediment flux through soil creep 𝑞⃑ = 𝑞⃑(𝑥, 𝑦, 𝑡) is governed by the negative product of 

local slope and a diffusivity coefficient 𝐷 = 𝐷(𝑥, 𝑦, 𝑡): 

 𝑞⃑ = −𝐷∇𝑧, (2.3) 

D is typically in the range of ~10−4 – 10−1 m2/yr (Hurst et al., 2013). We assume constant 

diffusivity (10−2 m2/yr) and linear dependence of soil flux on slope, 

 𝐸 = ∇ ∙ 𝑞⃑ = −𝐷∇2𝑧. (2.4) 

The assumption of a linear flux model is not ideally suited for rapidly uplifting tectonic 

settings, where hillslopes are better modeled using a non-linear flux relation (e.g., Roering et al., 

2001; Mudd and Furbish, 2005). The distinction between these models is changes in hillslope 

relief, signal propagation speed, and sediment load entering rivers. However, we justify this 

simplification as 1) overall landscape relief and response time are predominately set by fluvial 

erosion, 2) the stream power law, as used, does not include a sediment flux term, negating the 
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influence of hillslope sediment delivery on channel incision, and 3) the linear flux model has a 

simple analytic solution which keeps model results and analysis tractable. 

 

Table 2.1 – Summary of parameters and variables. 
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2.2 Localized uplift 

We model transient, localized uplift by parameterizing flexural solutions to thin-plate 

elasticity (Pollard and Johnson, 1973), mimicking structures seen in laccoliths (Corry, 1988). We 

assume 

 

𝑢(𝑥, 𝑦, 𝑡) =  {
𝑢0 + 𝑢𝑃 (1 − (

𝑟(𝑥, 𝑦)

𝑅𝑃
)

2

) , 𝑟 ≤ 𝑅𝑃 , and 0 < 𝑡 ≤ 𝑡𝑃

𝑢0, else

,   (2.5) 

in which 𝑟(𝑥, 𝑦) = √(𝑥 − 𝑥𝑃)2 + (𝑦 − 𝑦𝑃)2  is radial distance from the perturbation center 

(𝑥𝑃 , 𝑦𝑃), 𝑢0 is background uplift (10−4 m/yr), 𝑅𝑃 is perturbation radius, 𝑢𝑃 is maximum 

perturbation uplift rate, and 𝑡𝑃 is total perturbation uplift time. When 𝑡 > 𝑡𝑃, 𝑢0 is uniform over 

the entire landscape. In all models, we assume that localized uplift is confined to one basin and 

does not overlap spatially with initial drainage divides. This assumption is not valid in all 

situations of localized uplift, but allows for a simplified geometry with which to systematically 

track perturbation effects. 

Combining (1), (2), (4), and (5) thus gives the landscape evolution equation  

 𝜕𝑧

𝜕𝑡
= 𝑢 − 𝐶𝐼|∇𝑧| + 𝐷∇2𝑧, (2.6) 

an advection-diffusion equation characterized by spatially variable wavespeed 

 𝐶𝐼(𝑥, 𝑦, 𝑡) = 𝐾𝐴(𝑥, 𝑦, 𝑡)𝑀 . (2.7) 

We assume the advective term is active only in fluvial channels and the diffusive term 

only on hillslopes, as defined by a critical drainage length (Whipple and Tucker, 1999). Our use 

of 𝑀 = 0.5 and 𝑁 = 1 is a simplification that is not observed in all landscapes, as Harel et al. 

(2016) suggest most environments may have a mean slope exponent value greater than 1. Using 

an 𝑁 value greater than 1 alters advection wavespeed, influencing landscape adjustment 

timescales (Whipple and Tucker, 1999), and introduces a dependency of erosion rate on drainage 
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density (Tucker and Bras, 1998). However, our use of 𝑁 = 1 provides a simplified quantitative 

approach to analyze and explain regional landscape response to meso-scale perturbations. 

2.3 1D Model 

To build intuition we first analyze transient uplift in one dimension. We relate drainage 

area to basin length using Hack's Law (Hack, 1957), 

 𝐴 = 𝑘𝑎𝑥𝐻 . (2.8) 

𝑘𝑎 and 𝐻 are Hack's coefficient and exponent, respectively, and 𝑥 here represents the distance 

from the upstream drainage divide. For simplicity, we use 𝑘𝑎 = 0.57 m2-H and 𝐻 = 1.67 (Hack, 

1957), implying a dendritic river system; however, these parameters likely depend on local 

erosion mechanics that define basin topology. 

We assume a model domain of length 60 km and grid resolution 50 m, with both ends of 

the domain fixed at base level 𝑧𝑏. This implies a single steady-state solution with two catchments 

separated by a divide, which has an analytic solution (Figure 2.2.A). We define the critical 

drainage length, 𝑥𝑐, as the inflection point between convex fluvial channels and concave 

hillslopes in steady state (e.g., Perron et al., 2009),  

 

𝑥𝑐 = (
𝐷

𝐾(𝑘𝑎)𝑀
)

1
1+𝐻𝑀

. (2.9) 

Localized uplift sometimes generates secondary drainage divides and associated local 

minima (where down-slope topography converges). We assume local minima are associated with 

internally-drained basins and do not erode, uplifting at the background rate. Uplift continues until 

the internally-drained basin is the same elevation as one of the surrounding divides, at which 

point the divide is captured by its neighboring basin. This method of allowing local minima to act 

as transient features is qualitatively similar to previous models (Willett, 2010) that assumed 

sediment deposition fills local minima. 
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2.3.1 Numerical Formulation 

In 1D, we solve the landscape evolution equation (2.6) using a backwards-time, 

backwards-space and backwards-time, centered-space scheme for the advection and diffusion 

components, respectively. Using the subscripts 𝑔 and 𝑗 for spatial and temporal indices, and 

defining Δ𝑥 and Δ𝑡 as grid spacing and timestep, respectively, the discrete advection and 

diffusion components of equation (2.6) are 

 𝑧𝑔,𝑗−1 + 𝑢𝑔,𝑗Δ𝑡 = (1 + 𝜉𝑥𝑔,𝑗−1
𝐻𝑀 )𝑧𝑔,𝑗 − 𝜉𝑥𝑔,𝑗−1

𝐻𝑀 𝑧𝑔+1,𝑗

𝑧𝑔,𝑗−1 + 𝑢𝑔,𝑗Δ𝑡 = 𝑧𝑔,𝑗(1 + 2𝜆) − 𝜆𝑧𝑔−1,𝑗 − 𝜆𝑧𝑔+1,𝑗,
 

(2.10a)
(2.10b)

 

with 𝜉 = 𝐾𝑘𝑎
𝑀Δ𝑡/Δ𝑥  and 𝜆 = 𝐷Δ𝑡/Δ𝑥2.  

We split the global domain, with 𝑁𝐺 = 1201 total gridpoints, into smaller basin 

subdomains to calculate erosion. Within the basin domain 𝑔 = 0, Δ𝑥, … , (𝐺 − 1)Δ𝑥, 𝐺Δ𝑥, where 

𝑔 = 0 is the divide location and 𝐺 < 𝑁𝐺 is total number of gridpoints in the basin, equation 

(2.10a) is valid on the interval 𝑔 = 𝐺𝑐Δ𝑥, (𝐺𝑐 + 1)Δ𝑥, … , 𝐺Δ𝑥  and (10b) is valid for 𝑔 =

0, Δ𝑥, … , (𝐺𝑐 − 1)Δ𝑥, where 𝐺𝑐 is the index corresponding to 𝑥 at critical drainage length 𝑥𝑐. 

Figure 2.2 – 1D Model setup and 

symbol definition. A: Initial steady-state 

topography with only one drainage 

divide (blue and yellow lines), and 

perturbed topography (red line). 

Horizontal axis is the local spatial 

coordinate system. Blue line represents 

the domain where hillslope processes 

dominate (bounded by critical drainage 

length 𝒙𝒄), yellow lines represent fluvial 

domain. Parameters listed are geometric 

scales for equation (2.13). B: Same 

topography as A, illustrating the 

geometry of how timescales described in 

equations (2.17), (2.18), and (2.20) are 

calculated. 
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Boundary conditions for equation (2.10a) are determined by the location of the local 

channel base level at the outlet of the basin. If the base level is located at one of the model 

domain edges, a Dirichlet boundary condition is used. If the channel base is not at a model 

domain edge (i.e., it is a local minimum), slope, and thus erosion, is assumed to be zero (a 

Neumann boundary condition), such that the node's elevation increases by the background uplift 

rate. Together, equation (2.10) and accompanying boundary conditions are solved numerically as 

a system of linear equations for the vector of unknown elevations  𝑧𝑗⃑⃑ ⃑ at each timestep. Hillslope 

domains are always bounded by channel nodes, such that typical Neumann boundary conditions 

for the diffusion component at 𝐺𝑐 are not needed. 

2.3.2 Numerical Convergence 

We assess the model rate of numerical convergence using a scenario of transient 

background uplift. Starting with the analytic topographic solution of landscape evolution, defined 

as (Whipple and Tucker, 1999) 

 
𝑧(𝑥 ≥ 𝑥𝑐) = 𝑧𝑏 +

𝑢0(𝑥𝐿
1−𝐻𝑀 − 𝑥1−𝐻𝑀)

𝐾𝑘𝑎
𝑀(1 − 𝐻𝑀)

𝑧(𝑥 < 𝑥𝑐) = 𝑧𝑏 +
𝑢0(𝑥𝐿

1−𝐻𝑀 − 𝑥𝑐
1−𝐻𝑀)

𝐾𝑘𝑎
𝑀(1 − 𝐻𝑀)

+
𝑢0(𝑥𝑐

2 − 𝑥2)

2𝐷
,

 
(2.11a)
(2.11b)

 

the background uplift rate is increased by one order of magnitude and the model is allowed to 

evolve back to steady state. We then compare the numerical solution to the analytic solution for 

the new uplift rate at a single channel node 𝑥 = 300 m. Comparing models of resolution Δ𝑥 =

25, 50, 100  m, we find the error converges linearly at a rate of approximately 1 (Figure 2.3.A), 

as expected for a first-order finite-difference scheme, although we are not testing spatial and 

temporal convergence independently with this approach. 

Finally, although the configuration of the 1D model forces the steady-state topography to 

be symmetric with the divide in the center of the domain, numerical error limits the ability of the 

divide to migrate to the true analytic steady state position. Δ𝑥  determines how close the model 
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can get to symmetric basins, although larger 𝑥𝑐 at fixed Δ𝑥 results in closer numerical 

approximation to the analytic divide position (Figure 2.3.B). 

 

Figure 2.3 – A: 1D model convergence rate of the advection component for grid spacing 𝚫𝒙 = 𝟐𝟓, 𝟓𝟎, 𝟏𝟎𝟎 m. B: 1D 

model final position for same grid spacing as A and soil soil diffusivity 𝑫 = 𝟎. 𝟎𝟏, 𝟎. 𝟎𝟓, 𝟎. 𝟏 m2/yr.  

2.4 2D Model 

We model landscape response in 2D using FastScape (Braun and Willett, 2013), which 

solves equation (2.6) using an implicit finite difference scheme for fluvial and hillslope erosion. 

The landscape is modeled on a grid of length 60 km and resolution 150 m in both 𝑥 and 𝑦 with 

base level defined as points centered on each grid boundary face, creating four basins in steady 

state. Initial steady-state is found by uplifting flat topography at 𝑢0 until mean topography is 

constant in time. Similar to 1D, we allow local minima to act as internally-drained basins. 

2.5 Non-dimensionalization and transient response metrics 

We nondimensionalize equation (2.6) as 

 𝑡 = 𝑡𝑃𝑡∗, 𝑢 = 𝑢𝑃𝑢∗, 𝑥 = 𝑋𝑥∗, 𝑦 = 𝑌𝑦∗,

𝐴 = 𝛼𝐴∗, 𝑧 = 𝑍𝑧∗,
 (2.12) 

where stars indicate dimensionless variables. Characteristic scales are defined by the perturbation 

maximum uplift rate (𝑢𝑃) and timescale (𝑡𝑃); 𝑋 = 𝐶𝐼(𝑥𝑃, 𝑦𝑃)𝑡𝑃, distance upstream of the 
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perturbation center calculated using the steady-state wavespeed implied by equation (2.7) 

evaluated at (𝑥𝑃 , 𝑦𝑃) (Figure 2.2.A); 𝛼 = 𝑘𝑎(𝑅𝑃)𝐻, local drainage area on the perturbation given 

by Hack's Law. 𝑍 is defined as initial local relief between the center and upstream edge of the 

perturbation (Figure 2.2.A). In 1D, this is 

 
𝑍 =

𝑢0((𝑥𝑃)1−𝐻𝑀 − (𝑥𝑃 − 𝑅𝑃)1−𝐻𝑀)

𝐾(𝑘𝑎)𝑀(1 − 𝐻𝑀)
. (2.13) 

In 2D multiple channels and subcatchments may exist within the perturbed region, so we take this 

value as the relief of the highest-order channel within the constraints of the perturbation. 

Substituting (12) into (6) and rearranging gives  

 𝜕𝑧∗

𝜕𝑡∗
= 𝛽𝑢∗ − 𝜂𝐴∗𝑀|∇𝑧∗| + 𝛾∇2𝑧∗, (2.14) 

where 

 
𝛽 =

𝑢𝑃𝑡𝑃

𝑍
, 𝜂 =

𝐾𝛼𝑀𝑡𝑃

𝑋
=

𝐶𝐼(𝑅𝑃)

𝐶𝐼(𝑥𝑃 , 𝑦𝑃)
= (

𝑅𝑃

𝑥𝑃
)

𝐻𝑀

,

𝛾 =
𝐷𝑡𝑃

𝑋2
.

 (2.15) 

Nondimensional control parameters in equation (2.15) are simply interpreted: 𝛽 compares 

perturbation relief to initial local relief. 𝜂 is a ratio of channel wave velocities, comparing 

drainage area of the perturbation with that of the initial channel. 𝛾 compares perturbation uplift 

timescale to the hillslope diffusion timescale 𝑋2/𝐷. 

3.0 Results 

We analyze landscape transient response using a series of metrics and a grid search 

over 𝑢𝑃 , 𝑡𝑃 , 𝑅𝑃 , 𝑥𝑃, and 𝑦𝑃, keeping all other parameters constant. Parameter ranges are defined 

by laccolith spatial scales and uplift rates (Figure 2.1, purple line) (Corry, 1988; de Saint-

Blanquat et al., 2006). Variable model perturbation parameters are listed in Table 2.2. In total, we 

run 10347 1D and 25 2D models. 
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Table 2.2 – Variable parameters used in the 1D and 2D model grid search. 

We focus specifically on the 𝛽 − 𝜂 parameter space, as little variation is observed with 

𝛾 for the assumed hillslope parameters. This does not imply that hillslopes are not important, as 

we will demonstrate. Within the 𝛽 − 𝜂 space, higher perturbation uplift rates (𝑢𝑃) and timescales 

(𝑡𝑃) correspond to higher  𝛽 values, and perturbations closer to the basin mouth (higher 𝑥𝑃) or 

lower perturbation sizes (𝑅𝑃) correspond to both higher  𝛽 and lower  𝜂 values (Figure 2.4.A). 

 

Figure 2.4 – A: Nondimensional space showing how dimensional perturbation parameters affect dimensionless 

numbers 𝜼 and 𝜷. B: Grid search results showing model regimes defined in the text and described in Figure 2.5. Solid 

black lines indicate regime boundaries. Dashed black lines show regime boundaries determined analytically, as 

described in the text. 
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3.1 1D Models 

Three regimes of transient landscape behavior are observed in 1D (Figure 2.5): 

Regime 1, No ridge formation (Figure 2.5.A): The perturbation creates positive topography on 

the landscape that is lower in relief than the initial upstream channel, and advects upstream as a 

knickpoint. Upon reaching the divide, the knickpoint perturbs the divide by amplifying 

topography and inducing lateral divide migration towards the perturbed basin. The divide then 

returns to its pre-perturbation steady-state position. 

Regime 2, Initial topography dominates (Figure 2.5.B): The perturbation forms a new ridge 

and local minimum in the previously upstream channel. The local minimum is erosion-deficient 

and uplifts as a plateau, while headward erosion propagates upstream on both sides of the 

perturbation in response to channel length change. After localized uplift has stopped, the 

perturbation uplifts at background rate 𝑢0 until headward erosion reaches the new ridge and 

erodes it. Erosion continues until the perturbation and adjoining plateau have equal elevation and 

the perturbation becomes captured by the initial divide. Upon capture, the plateau erodes via 

headward erosion. The amount of divide amplification and migration is increased compared to 

Regime 1. 

Regime 3, Perturbation dominates (Figure 2.5.C): Similar to Regime 2, the perturbation forms 

a new ridge and upstream local minimum that uplifts as a plateau. However, headward erosion is 

unable to degrade the ridge before the plateau reaches the same elevation as the initial divide. The 

perturbation captures the initial ridge, forming a knickpoint that migrates towards the perturbation 

and amplifies it. The divide then migrates back to the center of the domain. 
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Figure 2.5 – Transient behavior defining the three regimes observed in 1D models. Panels show model topography, 

with colored lines for model times associated with significant events and associated text. 

Model behaviors classified above cleanly separate in 𝛽 − 𝜂 space (Figure 2.4.B). In 

general, the perturbation forms a new ridge when 𝛽 > ~1, which can be understood from 

geometry: transition out of Regime 1 requires the maximum elevation of the perturbation on the 

landscape to be larger than the elevation of the initial channel at the upstream edge of the 

perturbation: 

 𝑧𝑃(𝑥𝑍) > 𝑧0(𝑥𝑃 − 𝑅𝑃), (2.16) 
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where 𝑧𝑃(𝑥𝑍) is the elevation and location of the highest perturbed topography (Figure 2.2.B) 

 𝑧𝑃(𝑥𝑍) = max [𝑧0(𝑥) + 𝑢(𝑥, 𝑡𝑃)𝑡𝑃], 𝑥𝑃 − 𝑅𝑃 ≤ 𝑥 ≤ 𝑥𝑃 . (2.17) 

The perturbation dominates for large 𝛽 and 𝜂. Transition from Regime 2 to Regime 3 can 

be predicted analytically by comparing the initial divide elevation to the maximum amount of 

background uplift during the time taken for a wave to travel from the local minimum to the 

perturbation peak. Regime 2 occurs if 

 𝑧0(0) > 𝑧0(𝑥𝑃 − 𝑅𝑃) + 𝑢0𝑇𝑊, (2.18) 

where 𝑇𝑊 is the erosive signal transit time from the local minimum to the top of the perturbation 

(Figure 2.2.B): 

𝑇𝑊 = ∫
𝑑𝑥

𝐶𝐼(𝑥)
+ 𝑇𝐷

𝑥𝑐

𝑅𝑃+𝑥𝑍−𝑥𝑃

  

 
=

(𝑅𝑃 + 𝑥𝑍 − 𝑥𝑃)1−𝐻𝑀 − (𝑥𝑐)1−𝐻𝑀

𝑘(𝑘𝑎)𝑀(1 − 𝐻𝑀)
, (2.19) 

and  𝑇𝐷 is the hillslope diffusion timescale (Figure 2.2.B) 

 
𝑇𝐷 =

(𝑥𝑐)2

𝐷
. (2.20) 

Regime transitions predicted by these analytic values compare well with numerical model 

results (Figure 2.4.B, dashed lines). Discrepancies between analytic and numerical regime 

boundaries are attributed both to neglecting erosion in the analytic predictions and the spatial grid 

resolution of the numerical models (Figure 2.3). 

3.1.1 Time to steady state 

We assume the landscape is in steady state when topography does not change in time, 

which is also a steady state in sediment flux in our model (Willett and Brandon, 2002). Time until 

the profile reestablishes steady state is a predictive metric for transient response.  It has been 
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proposed that the transit time of advective kinematic waves in (6) controls this timescale 

(Whipple and Tucker, 1999; Royden and Perron, 2013).  

However, in our simulations, kinematic wave transit competes with drainage divide 

migration, at speed 𝐶𝑅(𝑡), to set the timescale of landscape adjustment. We compute the time to 

steady state (𝑇𝑆𝑆) numerically as the time elapsed between 𝑡 = 0 and when the primary drainage 

divide has migrated to within a small fraction of the initial position. We then compare 𝑇𝑆𝑆 with a 

characteristic erosion time after any local minima have eroded, defined by 

 𝑇𝑥𝑃
= max(𝑇𝐶𝑅

, 𝑇𝐶𝐼
), (2.21) 

where 𝑇𝐶𝑅
 is the ridge migration timescale and 𝑇𝐶𝐼

 is the advection time between the perturbation 

center and channel head of the initial divide (Figure 2.2.B) 

 

𝑇𝐶𝐼
= ∫

𝑑𝑥

𝐶𝐼(𝑥)

𝑥𝑐

𝑥𝑃

. (2.22) 

𝑇𝐶𝑅
 is computed numerically as the time between when any local minima have eroded and when 

the ridge is at its final steady-state position. Because Regime 1 does not involve local minima 

formation, 𝑇𝐶𝑅
 is zero according to this definition (although some ridge migration does occur). 

Nondimensional time to steady state is then 𝜏𝑆𝑆 = 𝑇𝑆𝑆/𝑇𝑥𝑃
, near unity if either channel or ridge 

transit time approaches 𝑇𝑆𝑆.  

We find this scaling explains the three transient regimes in our 1D simulations (Figure 

2.6.A). In Regime 1, 𝜏𝑆𝑆 ≈ 1, as the steady-state timescale is controlled by 𝑇𝐶𝐼
. In Regime 2, 

steady state is still dominantly controlled by 𝑇𝐶𝐼
, but  𝜏𝑆𝑆 increases beyond 1 with increasing  𝛽 

and  𝜂 as 𝑇𝐶𝑅
 begins influencing response time. As 𝜂 increases in Regime 2,  𝛾 also begins 

influencing time to steady state with lower 𝛾 causing 𝑇𝐶𝑅
 to sometimes become the dominant 

timescale (hatched zone of Figure 2.6.A). In Regime 3, divide migration is slow compared to 

channel adjustment and so again 𝜏𝑆𝑆 ≈ 1, but here 𝑇𝐶𝑅
 dominates response. 
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Figure 2.6 – 1D model regime diagrams as in Figure 2.4, with colors corresponding to nondimensional metrics defined 

in text. Black lines in upper panels show model regime boundaries. Lower panels show 𝜼 − 𝜸 cross-sections of the 

nondimensional parameter space for 𝜷 = 𝟏𝟎−𝟏 (middle panels) and 𝜷 = 𝟏𝟎𝟏 (bottom panels), corresponding to red 

lines of upper panels.  A: Time to steady state, scaled by the longest of channel advection or ridge migration timescales 

(𝝉𝑺𝑺). Hatched zone represents models in Regime 2 where divide migration becomes dominant timescale. B: Maximum 

ridge migration from steady state scaled by perturbation center location within the basin (𝚿𝑴. C: Maximum ridge 

amplification relative to steady state scaled by the maximum model topographic deviation from steady state through 

time (𝚽𝑨). 

Whipple et al. (2017b) suggests the ratio of divide migration timescale (𝑇𝐶𝑅
) compared to 

channel knickpoint advection timescale (𝑇𝐶𝐼
) influences landscape behavior. Within our models, 

this ratio determines the scaling for steady state timescales, and whether the initial topography 

(Regime 2) or perturbation (Regime 3) dominate the transient response (Figure 2.7). In general, 

Regime 2 has low (< 1) 𝑇𝐶𝑅
/𝑇𝐶𝐼

 ratios as the knickpoint transit time is the dominant timescale 

(Figure 2.7). The divide migration number increases with larger 𝜂 and lower 𝛾 values as 

perturbation size, position, and timescale begin generating response controlled by divide 

migration. Near the Regime 2-3 boundary, 𝑇𝐶𝑅
/𝑇𝐶𝐼

 may be less than or greater than unity 

(hatched zone), such that perturbations cause large enough topographic disruption that divide 

migration becomes the dominant timescale, even if the initial topography is the dominant 
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landform. Regime 3 represents the highest divide migration numbers and is thus dominated 

by 𝑇𝐶𝑅
.  

3.1.2 Maximum divide migration  

Uplift perturbations induce transient lateral response of the initial drainage divide. We 

define the maximum amount of divide migration (𝐿𝑀) by the difference between the maximum 

length of the unperturbed basin and the initial basin length. We scale this value by the 

perturbation center location 

 
Ψ𝑀 =

𝐿𝑀

𝑥𝑃
, (2.23) 

as this represents the maximum horizontal distance the divide can be perturbed. 

In all regimes, higher 𝛽 and 𝜂 correspond to higher Ψ𝑀, with a distinct break occurring at 

the Regime 1 boundary (Figure 2.6.B). In Regime 1, divide migration is negligible compared to 

Figure 2.7 – Ratios of divide migration to advection timescales (‘Divide Migration Number’; Whipple et al., 2017b) 

within the 𝜷 − 𝜼 space (top panels) and through an 𝜼 − 𝜸 cross-section at 𝜷 = 𝟏𝟎𝟏 (bottom panels). Hatching 

represents ‘transition zone’ in Regime 2 where divide migration bcomes the dominant timescale. A: Raw divide 

migration numbers. B: Binary values for the divide migration numbers less than or greater than 1. 
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perturbation position for all except the highest 𝛽 and 𝜂. Mudd and Furbish (2005) analyzed this 

behavior in detail to show differences in channel incision across hillslopes cause the divide to 

migrate toward lower erosion rates. Here, the concave knickpoint induces lower slopes as it 

propagates to the hillcrest, thus lowering local erosion rates of the perturbed basin and causing the 

divide to migrate towards the perturbation. 

Regime 2 exhibits larger degrees of ridge migration, and shows the tradeoff between 

perturbation relief, size, and position in affecting the ridge. 𝜂 can be approximated as 𝑅𝑃 / 𝑥𝑃, 

such that low 𝜂 values represent small perturbations near the channel base. In such scenarios, 

even if a perturbation creates large relief (high 𝛽), its proximity to base level means that 

headward erosion reaches the ridge before the upstream plateau reaches the initial divide. As 𝜂 

increases in Regime 2, plateaus that capture the perturbation have higher relief. Higher relief of 

the upstream channel, and larger amount of time needed to erode the perturbation after it initially 

uplifts, result in larger divide migration (Mudd and Furbish, 2005). 

Regime 3 corresponds to perturbations that have sizes approximately equal to the 

distance from divide (𝜂 ≈ 1). Although these perturbations have the largest amounts of scaled 

ridge disruption,  Ψ𝑀 is less than 1 such that the maximum transient divide position never 

corresponds to the location of maximum uplift. This results from the initial channel topography, 

which offsets maximum perturbed topography from the perturbation center (𝑥𝑍 in equation 2.19). 

3.1.3 Maximum divide amplification  

Uplift perturbations also drive transient amplification of drainage divide elevations when 

the perturbation signal propagates up channels to the divide. We quantify vertical divide 

disruption by measuring the maximum amount of divide amplification (𝑍𝐴) compared to the 

maximum topographic deviation from steady state anywhere within the profile at any time 

 
Φ𝐴 =

𝑍𝐴

max (|𝑧(𝑥, 0) − 𝑧(𝑥, 𝑡)|)
. (2.24) 
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Vertical disruption is not monotonic with 𝛽 and 𝜂 (Figure 2.6.C). In Regime 1, although 

the channel response is limited to knickpoint propagation, perturbations induce increasing ridge 

amplification with higher 𝛽 and 𝜂. Perturbations that form higher relief and occur closer to the 

divide produce larger transient signals that persist as they propagate upstream (Mudd and Furbish, 

2005). 

A clear increase in Φ𝐴occurs at the Regime 1 boundary, but Regime 2 and 3 are 

indistinguishable. Rather, increasing 𝛽 results in decreasing Φ𝐴. This zone of  Φ𝐴, which is 

largely independent of 𝜂, is controlled by the amount of relief, relative to the perturbation, that 

the uplifting plateau can generate before its adjacent ridge is captured and it is propagated 

upstream as a knickpoint to the dominant divide. For 𝛽 ≈ 101, the uplifting plateau captures the 

perturbation by generating a higher-relief landform than the initial perturbation relief (𝑢𝑃𝑡𝑃). 

Conversely, for 𝛽 > ~102, the incision wave associated with channel beheading is able to 

propagate from base level to the initially high-relief perturbation and erode it before the plateau 

uplifts to the height of the ridge, thus forming a relatively lower-relief knickpoint compared to the 

perturbation relief. This metric thus distinguishes whether the perturbation or the subsequent 

basin disruption is the dominant feature that drives divide transience 

3.2 2D Models 

In real landscapes, localized uplift is observed to generate lateral channel migration 

(Perkins et al., 2016a) and spatially variable ridge migration (Willett et al., 2014). Such complex 

behavior is not possible in 1D, but can arise in 2D models. 

We do not attempt a complete characterization of transient response to localized uplift in 

2D, but use a coarse grid search to demonstrate that 2D models exhibit broadly similar transient 

landscape adjustment to localized uplift as 1D models. Models with low 𝛽 and 𝜂 generate 

negligible landscape response. As 𝛽 and 𝜂 increase, disruption magnitude also increases. 
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However, there is also significant additional complexity in 2D, due to the additional spatial 

degree of freedom. 

Most significant transient adjustments to localized uplift are spatially anisotropic (Figure 

2.8). Model channels with high drainage areas, although initially beheaded by the perturbation, 

often retain their original configuration in the new steady state (Whipple et al., 2017a). Low 

drainage area channels, however, are influenced by the perturbation and reorganize to form radial 

drainages that persist into the new steady state. We do not attempt to constrain pre-existing 

channel sizes that remain stable to perturbations, as numerical landscape evolution models are 

known to be more stable to lateral channel migration than real landscapes (Goren et al., 2014). 

Plateaus form upstream of the perturbation in response to channel beheading, 

mechanistically similar to that proposed to occur by tectonically-driven stream capture (Yang et 

al., 2015). Finally, ridge migration is spatially localized upstream from the perturbation (Figure 

2.8). All models that experience basin adjustment do not evolve back to the initial network 

geometry, but adopt a new configuration of channels and ridges which balance background uplift 

and erosion everywhere. 

3.2.1 Fragility of steady-state solutions in 2D  

Occurrence of different steady-state solutions before and after transient uplift suggests 

that 2D topographic steady states are unstable to sufficiently large perturbations. Drainage divide 

response demonstrates a systematic metric of change. We measure the maximum amount of 

divide migration (𝐿𝑀) and the affected initial divide length (𝐿𝐷) at initial and final steady state by 

calculating the Euclidean distance between every point of the longest continuously differing 

divide sections (Figure 2.9.A). 𝐿𝑀 is defined as the maximum distance between nearest neighbor 

points in initial versus final steady state (Figure 2.9.A, solid red line). 𝐿𝐷 is calculated as the 

summed Euclidean distance along the initial, unmatched divide section (Figure 2.9.A, dashed red 

line). Both metrics are nondimensionalized by the Hack's Law distance (𝑥𝐻 = (𝐴(𝑥𝑃 , 𝑦𝑃)/
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 𝑘𝑎)1/𝐻 ) between perturbation center and the initial upstream divide (Ψ𝑀 = 𝐿𝑀/𝑥𝐻, equivalent 

to equation (2.23) in 1D;  Ψ𝐷 = 𝐿𝐷/𝑥𝐻, which has no 1D analogue).  

 

Figure 2.8 – 2D model exhibiting Regime 3 behavior, plotting the upper half of the model domain. Dashed black and 

blue lines represent initial divide locations and river channel positions, respectively. Red circles represent perturbation 

boundary within landscape. Solid red line indicates final steady-state divide location. Panel titles indicate model times 

at (A) initial steady-state topography; (B) after perturbation uplift has ended; (C) transient topography showing 

upstream plateau uplift; and (D) final steady-state topography. 

Ψ𝑀 and  Ψ𝐷capture the magnitude and extent of divide migration, but do not quantify 

channel network topology associated with basin area change. Thus, we calculate the basin areal 

difference, on a pixel-by-pixel basis, between initial and final steady states.  This change is 

measured by the basin Jaccard distance (Jaccard, 1901) defined as 

 
𝑑𝐵 = 1 − 𝐽(𝐵𝐼 , 𝐵𝐹) = 1 −

|𝐵𝐼 ∩ 𝐵𝐹|

|𝐵𝐼| + |𝐵𝐹| − |𝐵𝐼 ∩ 𝐵𝐹|
, (2.25) 

where 𝐽(𝐵𝐼 , 𝐵𝐹) is the Boolean Jaccard similarity index between the initial (𝐵𝐼) and final (𝐵𝐹) sets 

of model catchment pixels; |𝐵𝐼| is the total number of perturbed-basin pixels in the initial 

topography, |𝐵𝐹| is the total number in the final topography, and |𝐵𝐼 ∩ 𝐵𝐹| is the number of 
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pixels that exist in both states (Figure 2.9.A, shaded regions). Values of 𝑑𝐵 closer to 1 correspond 

to greater dissimilarity between model domains. 

We find that low 𝛽 and 𝜂 produce negligible disruption (we impose a threshold of 2 

altered pixels to register a signal) between states (Figure 2.9). Ψ𝑀 and  Ψ𝐷 increase with 

increasing 𝛽 and 𝜂, suggesting perturbation locations control the extent of drainage divide 

response, and overall stability of the initial steady state. Maximum response magnitudes are 

always less than the distance between the perturbation and divide, but ridges always migrate 

towards the perturbation (similar to the 1D behavior). 

 

Figure 2.9 – Regime diagrams for a grid search of 25 2D models. Colored panels correspond to specific 

nondimensional metrics between initial and final steady states, with borders representing model behavior regimes 

(black is Regime 1, gray is Regime 2, red is Regime 3), as described in the text. White panels exhibit no change 

between initial and final steady states. A: Metric schematic, shaded areas are initial and final perturbed basin, dashed 

lines are initial basin divide, and solid black line is final basin divide. Blue lines are shortest distance between initial 

and final ridge points, with solid red line being the longest distance (𝑳𝑴). Dashed red line represents longest segment of 

initial divide that is separated from the final (𝑳𝑫). B: Maximum divide migration (𝑳𝑴, solid red line of A), scaled by 

Hack’s Law distance to divide (𝒙𝑯). C: Length of initial divide that experienced migration (𝑳𝑫, red dashed line of A), 

scaled by Hack’s Law distance to divide. D: Jaccard distance 𝒅𝒃 (equation (2.25)) between initial and final pixels of 

the perturbed basin (shaded regions of A). 
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The Jaccard distance 𝑑𝐵 shows a similar pattern (Figure 2.9.D), and captures an 

important difference to 1D model results: in 2D, localized transient uplift perturbations cause 

significant and distributed disruption even after completion of the perturbation and the landscape 

has adjusted back to topographic steady state. Maximum 𝑑𝐵 for the 25 simulations we show here 

is 0.16, which represents 16.9% area adjustment of the perturbed basin between initial and final 

steady states. This value corresponds to a perturbation size (as a fraction of initial basin size) of 

32.4%, and an adjusted basin area to perturbation area ratio of 0.52. Across all models, this ratio 

ranges from 0.002 to 8.2. 

Furthermore, we observe model behaviors that are qualitatively-analogous to the 1D 

model regimes again separate in the nondimensional parameter space (Figure 2.9.B-D, borders). 

Low 𝛽 and 𝜂 values generate Regime 1 behaviors defined by no plateau formation and minimum 

disruption (black borders). Mid-ranged values follow Regime 2, where the perturbation creates 

plateaus that are subsequently dissected by the perturbed basin's main channel when the 

perturbation erodes (gray borders). Finally, high 𝛽 and 𝜂 cause Regime 3 behavior where plateaus 

persist until they are dissected on all sides by the surrounding basins, causing a large degree of 

divide migration (red borders). 

3.2.2 Transient topographic adjustment  

Landscape disruption also occurs transiently during and after the uplift perturbation. As 

with 1D models, we observe a landscape evolution that involves knickpoints and plateau 

formation. We also observe lateral internal channel reorganization that is not possible in 1D 

models. To illustrate the effect of single perturbation parameters on topographic adjustment 

through time, we calculate a topographic derivation 𝑑𝑡 between the initial steady state 𝑧(𝑥, 𝑦, 0) 

and time-varying elevations 𝑧(𝑥, 𝑦, 𝑡) as 

 
𝑑𝑡 = 1 −

|𝑧(𝑥, 𝑦, 0) ∩ 𝑧(𝑥, 𝑦, 𝑡)|

|𝑧(𝑥, 𝑦, 0)|
, (2.26) 
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limited to grid cell differences less than 5% topographic change from the initial state. Thus, 

|𝑧(𝑥, 𝑦, 0)| is the total number of model grid cells and |𝑧(𝑥, 𝑦, 0) ∩ 𝑧(𝑥, 𝑦, 𝑡)| is the total number 

of grid cells where |𝑧(𝑥, 𝑦, 0) − 𝑧(𝑥, 𝑦, 𝑡)|/𝑧(𝑥, 𝑦, 0) < 0.05. 

Figure 2.10 illustrates the difference in transient landscape response to local perturbation 

disruption between Regime 2 and 3 behaviors. Regime 2 response is characterized by non-

monotonic increases in 𝑑𝑡through time (Figure 2.10.A). Rather, 𝑑𝑡 initially increases when local 

minima upstream of the perturbation uplift as a plateau; followed by a decrease in 𝑑𝑡 as the 

perturbation and plateau are eroded by the perturbed-basin channels; and finally small increases 

in 𝑑𝑡 as the landscape adjusts to minor disequilibrium. Conversely, Regime 3 response is 

characterized by a monotonic increase in 𝑑𝑡 as the perturbation creates a plateau that 

continuously uplifts until it is dissected by the surrounding basins (Figure 2.10.B-C, red lines). 

 

Figure 2.10 – Transient topographic distance 𝒅𝒕 through time for 2D models, panels represent differences in a single 

parameter. A: Differences in perturbation location (𝒙𝑷). B: Differences in maximum perturbation uplift rate (𝒖𝑷). C: 

Differences in perturbation radius (𝑹𝑷). 
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Figure 2.10 also demonstrates parameter dependencies that are convolved through the 

nondimensional 𝜂 and 𝛽. We see that perturbations forming close to the divide have smaller 

initial influence on topographic change than those from further down the basin, which are able to 

affect more upstream sub-catchments (Figure 2.10.A); however, long-term adjustments are 

equivalent. Similarly, low uplift rates are less disruptive compared to higher rates (Figure 2.10.B), 

consistent with geometric predictions from 1D (Figure 2.4). Finally, the amount of disruption 

increases with greater radii (Figure 2.10.C), as larger perturbations are able to influence 

neighboring sub-basins within the landscape. Generally, perturbation size and uplift rate are the 

most important parameters determining subsequent landscape response. 

4.0 Discussion 

Landscapes respond to perturbations that occur on a wide range of spatial and temporal 

scales. We analyze spatially localized, transient uplift perturbations and find they can affect 

landscapes nonlocally: the scale of landscape response to a particular size and location of 

disruption extends well beyond the perturbation. This behavior is distinct from landscape 

adjustment to large-scale climate or tectonics, and may be important for determining transient 

histories in terrain that regularly experiences local disruptions. 

In both 1D and 2D models, transient topographic response to localized perturbations 

includes plateau formation by channel beheading and divide migration. Previous studies have 

characterized such topographic measures of transience through the lens of fluvial channel profiles 

(e.g., Kirby and Whipple, 2001; Royden and Perron, 2013; Willett et al., 2014) or hillslopes  (e.g., 

Dibiase et al., 2012; Hurst et al., 2013). Here, we show the integration of both process classes 

demonstrates distinct regimes of fluvial versus hillslope control. 

Landscape transient response to uplift perturbations is controlled by a competition 

between kinematic wave propagation that transmits information about uplift and erosion 

perturbations up fluvial channels, and migration of drainage divides that separate domains of 
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fluvial incision with lateral erosion velocities of opposite sign. These two wave-like adjustments 

occur on vastly different timescales, and vary strongly in space according to Hack's Law.  

We analyze the competition between these two timescales for a Regime 3 1D model in 

Figure 2.11 (parameters in caption). We plot the maximum (yellow lines) and spatially-averaged 

(red lines) channel wavespeeds in the left and right basins along with the numerically-evaluated 

drainage divide migration speed (blue line). We see that the perturbation experiences leftward 

ridge migration as soon as it forms. When the initial drainage divide is captured by the 

perturbation, ridge migration direction switches and the model relaxes back to steady state. 

 

Figure 2.11 – Rightward (top panel) and leftward (bottom panel) 1D model wave speeds through time for Regime 3 

model with parameters: 𝒖𝑷 = 𝟓. 𝟔 m/yr, 𝒕𝑷 = 𝟏𝟎𝟎𝟎 yr, 𝑹𝑷 = 𝟏𝟑. 𝟑 km, 𝒙𝑷 = 𝟏𝟔. 𝟕 km. Blue lines represent main 

divide migration speeds (𝑪𝑹). Dashed line is divide migration speed from equation (2.26). Red and yellow lines are 

mean (𝑪𝑰
̅̅ ̅) and maximum (𝑪𝑰(𝒙𝒃)) channel wave speeds. Panel shading is by maximum uplift rate in the domain. 

Divide migration velocity 𝐶𝑅  is determined by the difference in erosion rates on either 

side of a ridge (Mudd and Furbish, 2005). However, nonlocal and spatially variable geomorphic 

transport laws in the vicinity of ridges make calculating ridge velocity challenging. A solution to 

this is the dimensionless transformed version of the downstream distance 𝑥 suggested by (Royden 

and Perron, 2013), defined (for constant erodibility 𝐾) as 
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𝜒 =
1

ℎ0
∫ (

𝐴0

𝐴(𝑥)
)

𝑀

𝑑𝑥

𝑥𝑐

𝑥𝑏

, (2.27) 

where ℎ0 and 𝐴0 are a reference elevation and drainage area, respectively. Willett et al. (2014) 

propose that the jump in 𝜒  evaluated across a drainage divide, [𝜒] = 𝜒𝑅 − 𝜒𝐿 for 𝜒𝑅 calculated 

from (27) in the right basin, and 𝜒𝐿 calculated in the left basin, predicts the direction of ridge 

migration. 

We find that, scaling [𝜒] by the rate of soil diffusion that controls transient response 

for 𝑥 < 𝑥𝑐, ridge migration direction and magnitude can be predicted (black dashed line in Figure 

2.11). When non-uniform uplift is absent, as in the final transient evolution of 1D models, ridge 

velocity is 

 𝐶𝑅 = [𝜒]𝐶𝑑𝑖𝑓𝑓, (2.28) 

where 𝐶𝑑𝑖𝑓𝑓 = 𝐷/𝑥𝑐 is a hillslope linear diffusion speed with 𝑥𝑐 given by equation (2.9). We let 

ℎ0 = 1 m and determine 𝐴0 empirically to be 0.09 m2 for our simulations. This method of using 

the difference between the integrated channel profiles differs from that derived by Braun (2018) 

based on local channel head slopes. 

Equation (2.28) suggests that differences in fluvial erosion across a divide alone is 

insufficient for predicting divide migration. Although we do not explicitly focus on the mechanics 

of hillslope processes, hillslope-channel coupling through ridge migration affects global aspects 

of model landscape response. Figure 2.12 shows time evolution of three Regime 3 1D models, 

identical to that in Figure 2.11 except for the value of 𝐷. We see that, although the early stages of 

landscape response dominated by transient uplift and plateau formation are nearly identical, later 

stages of ridge migration vary significantly both in rate of adjustment and transient divide height. 

As demonstrated by Figure 2.12.C, 𝐶𝑅 as calculated by equation (2.28) accurately predicts the 

rate of ridge migration in each case. This provides an integrated physical interpretation of ridge 

migration velocity hypothesized by (Whipple et al., 2017b) on the basis of 2D simulations and 
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single-basin 1D models. Both knickpoint advection and hillslope soil transport play a major role 

in setting divide stability and migration rates (Figure 2.11, equation (2.28)). 

We observe that localized uplift acts as a lens for upstream divides, both vertically 

amplifying (Figure 2.6.C) and laterally advecting ridges towards the perturbation (Figure 2.8). 

This behavior is distinct from perturbations that cause all drainage divides to migrate, as in 

response to a gradient in forcing imposed across the entire landscape (Bonnet, 2009; Willett et al., 

2014). Although not analyzed explicitly, divide transience should also manifest in neighboring 

basin divides not shared with the perturbed basin, as changes in drainage area induce an  

erosional response in all downstream channels (Willett et al., 2014). 

 

Figure 2.12 – Regime 3 models with same parameters as Figure 2.9, but for different values of soil diffusivity (𝑫). (A) 

Model topography during localized uplift and plateau formation. (B) Ridge migration after local minima have eroded. 

(C) Main drainage divide rightward migration rates of model (solid lines) and fits from equation (2.26) (dashed lines) 

over timescales described in panel B. Comparable to upper-panel of Figure 2.9, after initial divide has been captured. 

The results of our 1D and 2D models provide a new conceptual approach to inferring 

erosional histories from current topographic state. Although this study focused on perturbations 

formed by transient bedrock uplift, our results may also apply to other topographic perturbations. 

Large landslides can dam channel valleys on 1 – 100,000 yr timescales, creating local minima 

that stretch 1 – 100's of kilometers upstream (e.g., Mackey et al., 2011), within the range of scales 

explored here. Although these perturbations are short-lived, a quiescence of erosion upstream of 

the landslide would induce behavior similar to that observed in Regime 2 – small amounts of 

upstream divide amplification and migration towards to the perturbation before incision by dam-
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breaching. Similarly, slow moving landslides and earthflows can provide locally higher sediment 

loads that modulate channel incision (Egholm et al., 2013), creating knickpoints similar to our 

Regime 1 models. 

Other environments relevant to this study are continental magmatic landscapes, where 

localized and episodic uplift via intrusions and eruptions is common. For example, the Colorado 

Plateau, USA, contains numerous Oligocene laccolith groups that were emplaced on previously 

lower-relief topography (Gilbert, 1877). Our results suggest that sufficiently large-amplitude 

localized uplift will reorganize small catchments into radial drainage patterns, but pre-existing 

fluvial channels with large drainage areas may persist in time. Thus, drainage patterns 

surrounding these laccolith groups could encode the prior landscape form and rate of magmatic 

uplift through time on the Colorado Plateau. 

The Cascades volcanic arc, USA, provides another example, where subduction-related 

tectonic uplift and a rain shadow-induced precipitation gradient are present. However, uplift 

perturbations in the form of volcanic edifices, lava flows, ash deposits (Hildreth, 2007), 

landslides (Pierson, 2009), and intrusion-related surface deformation (likely prevalent although 

poorly documented except in special cases, e.g., Wicks et al., 2002) are common. Within this 

complex environment, signatures of landscape evolution are difficult to diagnose, but our 

analyses suggest predictions to test. 

For example, the dichotomy between high, relatively undissected High Cascades 

topography is often posited to reflect differences in hydrology that controls the efficiency of 

fluvial erosion (e.g., Jefferson et al., 2010). However, we have shown beheading of channels by 

magmatic intrusions can also produce plateau-like provinces. Likewise, although the main 

Cascades drainage divide is approximately parallel to the subduction zone, along-arc divide 

variations and downstream channel patterns reflect interplay between local volcanic disruptions, 

background tectonics, and erosion within the context of this model. Landscape evolution in 

volcanic terrains is poorly constrained compared to other tectonic environments (Karlstrom et al., 
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2018), but we see an opportunity to use topographic form to infer long-term magmatic as well as 

erosional patterns. 

5.0 Conclusion 

We conclude by revisiting the problem posed by a spectrum of landscape perturbations at 

a range of length scales (Figure 2.1). Past studies have analyzed landscape response to large-scale 

processes such as tectonics, climate, and mantle upwelling. We analyze the effects of meso-scale 

uplift perturbations to landscape evolution, finding a spatially distributed and long-lasting 

topographic response. 

6.0 Bridge 

Chapter II explores the role of localized uplift perturbations on regional-scale landscape 

evolution. Using both a 1D and 2D landscape evolution numerical model, we analyze the effect 

of perturbation size, position, timescale, and uplift rate on basin morphology. We find that these 

effects can range from simple knickpoint propagation within channels to upstream plateau 

formation, regional divide migration, and even basin-scale drainage reorganization; generating 

morphologic changes that are often larger than the initial perturbation. Furthermore, 

nondimensional analysis of the model governing equations show that response is systematic with 

consideration to two nondimensional terms that convolve perturbation parameters and initial 

conditions. 

The results of this study are applicable to a range of natural processes that perturb 

landscapes on scales similar to typical drainage basins. Such perturbations are particularly 

common in active volcanic regions, where magmatic intrusions and extrusions can rapidly build 

topography on the order of ~1 − 103 m/yr over short (~1 − 100 year) timescales (e.g., de Saint-

Blanquat et al., 2006; Castro et al., 2016). However, this chapter explored the effects of only one 

perturbation, whereas volcanic provinces often have multiple generations of magmatic bodies and 

volcanic extrusions emplaced into the crust and surface environment over millions of years (e.g., 
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Nelson and Davidson, 1997; Hildreth, 2007; Karlstrom et al., 2018). In Chapter III, I use elastic 

models to explore the topographic signatures of one class of magmatic landscape construction, 

regional-scale intrusive magmatism. In particular, I analyze how intrusion geometry, depth, and 

spatial distributions contribute to topographic form, constraining the degree to which landscapes 

can inform long-term crustal magmatic history within volcanic settings. 
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CHAPTER III 

REPEATED STOCHASTIC INTRUSIONS AND THE DEVELOPMENT OF 

MAGMATIC TOPOGRAPHY 

1.0 Introduction 

Volcanic provinces cover ~10% of Earth’s terrestrial surface (Wilkinson et al., 2009), and 

record the long-term convolution of processes related to tectonics, climate, and magmatism (e.g., 

Jellinek et al., 2004; Hildreth, 2007; Sternai et al., 2016). On the surface, volcanic centers (fed by 

underlying crustal magma reservoirs) generate constructive and deconstructive topography on 

both local (e.g., edifices) and regional (e.g., flood basalts, ash deposits) scales. Such features are 

subsequently degraded through various erosional processes (e.g., Hayes et al., 2002; Ferrier et al., 

2013; McGuire et al., 2014; Karlstrom et al., 2018), while also impacting landscape evolution 

over thousands to millions of years (e.g., Jefferson et al., 2010; O’Hara et al., 2019) 

Within the crust, magmatic plumbing systems are expansive (Cashman and Giordano, 

2014), ranging between 1 to 1000’s of km3 (De Saint Blanquat et al., 2011), and storing anywhere 

between 2 and 100 times the amount of magma that extrudes on the surface (White et al., 2006; 

Morriss et al., 2020). A growing consensus is that magmatic systems emplace as small bodies that 

can accumulate into larger chambers through thermal recharge over timescales shorter than heat 

dissipation through the crust (e.g., de Saint-Blanquat et al., 2006; Annen et al., 2015). This 

incremental assembly is consistent with the generation of long-lived, trans-crustal magmatic 

systems (Cashman et al., 2017; Sparks et al., 2019), with tiered, high-temperature zones 

containing crystal mush and distributed pockets of magma that form a complicated and time-

evolving transport network between the mantle source and surface volcanoes (e.g., Schmidt et al., 

2008; Till et al., 2019) 

The province-scale distribution of volcanic edifices on the surface records the spatial and 

compositional characteristics of the underlying magmatic structure, reflecting the long-term 
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history of both mantle magma sources (e.g., Schmidt et al., 2008; Till et al., 2019) and magma-

tectonic stresses (e.g, Maccaferri et al., 2014). Vents in monogenetic fields are often dispersed, 

following a Poisson spatial distribution (Baloga et al., 2007), unless structurally-controlled by 

local faulting (Connor and Hill, 1995). Conversely, long-lived magmatic centers have more 

clustered vent distributions (Karlstrom et al., 2015), suggesting magmatically-induced stress 

focusing within the upper-crust. 

Various studies have analyzed the long-term thermal and compositional evolution of 

magmatic systems in the lower- to mid-crust through numerical modeling (e.g, Annen and 

Sparks, 2002). Such models have assumed a variety of intrusion emplacement geometries, such as 

sets of stacked sills (e.g, Annen et al., 2006) or stochastically-emplaced dikes of random 

orientation (e.g, Dufek and Bergantz, 2005). However, these models represent only one end-

member of the crustal response to long-term magmatism; with elastic displacement from 

magmatic intrusions being another. Multiple studies have modeled surface deformation 

associated with assumed single intrusions within both active (e.g, Parks et al., 2015; Castro et al., 

2016) and ancient (e.g., Pollard and Johnson, 1973) settings. However, the long-term elastic 

response to multiple generations of intrusions – and in particular the development of surface 

topography (landscape construction) associated with repeated, stochastic intrusions within the 

upper crust – remains unexplored. 

A limiting constraint on the applicability of elastic models to study the long-term 

response to magmatism is whether the crust continues to behave elastically with the emplacement 

of multiple intrusions. However, a simple back-of-the-envelope approximation for the rheologic 

response of the crust to an emplaced intrusion suggests such analyses are plausible. The Deborah 

Number measures the ratio of timescale between crustal stress relaxation and magma injection 

(𝐷𝑒 = 𝑇𝑟𝑒𝑙𝑎𝑥 / 𝑇𝑖𝑛𝑗𝑒𝑐𝑡), where the relaxation timescale can be approximated as the crust’s 

viscosity  divided by its Young’s modulus (𝑇𝑟𝑒𝑙𝑎𝑥 = 𝛾 / 𝐸) and the injection timescale is an 
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intrusion’s volume divided by the incoming volumetric flux (𝑇𝑖𝑛𝑗𝑒𝑐𝑡 = 𝑉 / 𝑄). The crust behaves 

elastically when 𝐷𝑒 > 1, and viscously when 𝐷𝑒 < 1. If we assume a Young’s modulus of 

1x1010 Pa (Turcotte and Schubert, 2010), a crustal viscosity of 1x1019 Pa s (lower than average 

upper crust, as might occur within a somewhat heated system; Karlstrom et al., 2010), as well as a 

relatively small-volume (0.01 x109 km3; corresponding to a ~1.3 km-radius sphere) intrusion, and 

a typical flux of 1x10-3 km/yr (De Saint Blanquat et al., 2011), 𝐷𝑒 equates to ~3.2, which is 

within the elastic regime. In fact, this calculation suggests that as long as the volume of an 

intrusion is sufficiently small and is emplaced sufficiently rapidly, the crust will generally behave 

elastically regardless of viscosity (Karlstrom et al., 2017). 

With this framework in place, various questions can be asked about the elastic response 

to trans-crustal magmatism: What is the topographic consequence of emplacing multiple small-

scale magmatic intrusions within the crust? What can the surface tell us about the spatial and 

geometric distributions of intrusions? Do these intrusions contribute only to topographic relief, 

crustal thickening, or a combination of both? 

Here, we explore these questions by analyzing the topographic signature associated with 

long-term intrusive activity within the crust. By applying single-intrusion models stochastically at 

regional scales, we determine the extent to which magmatic bodies of varying sizes, depths, and 

spatial distributions leave a surficial fingerprint. We then model these results with simplified 

approaches (single intrusions, thin plate flexure) to gain insight on how surface characteristics 

relate to the distribution of intrusions at depth. This allows us to demonstrate when it is possible 

to determine ensemble intrusion parameters from topography.  

2.0 Methods 

To understand the surficial signature of province-scale crustal magmatism, we simulate 

multiple single-body intrusions stochastically-emplaced within the upper crust. We isolate the 

effects of various intrusion sizes, depths, and spatial distributions on the transient evolution of 
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topography and crustal thickening by focusing only on surficial displacement and ignoring 

erosion. Below, we describe the numerical model setup, suite of model parameters explored, and 

model analyses. 

2.1 Stochastic intrusion model 

Processes associated with crustal magmatic emplacement are multifaceted (e.g., Tibaldi, 

2015). The thermomechanical response of the crust to magmatic intrusions varies as a function of 

depth, temperature field, and crustal heterogeneity (e.g., Dufek and Bergantz, 2005; Annen et al., 

2006; Rivalta et al., 2015), and is further influenced by the geochemical evolution of magma 

associated with differentiation, rejuvenation, and assimilation of wall rock (e.g., Annen et al., 

2006).  

We ignore many of these complexities and focus on a mechanical model that considers 

only the elastic crustal response to magmatism. Our calculation of relaxation timescale in the 

introduction suggests such an approach is reasonable, as small-volume intrusions will dominantly 

be emplaced within an elastic regime of the upper crust (Karlstrom et al., 2017). We assume the 

crust has homogeneous properties, despite the emplacement of multiple bodies within our model, 

and derive a model for the transient evolution of regional-scale magmatism by randomly 

sampling intrusion parameters from given distributions and emplacing them spatially within the 

crust, tracking both the surface displacements and cumulative intrusion thicknesses. Here, we 

outline the main components of the model. 

2.1.1 Single intrusion surface displacement 

Various elastic models for single intrusions exist, with model limitations set by the 

intrusion radius (𝑅) and depth (𝑑). For example, geodetic studies often model deep (𝑅 ≪ 𝑑) 

intrusions using an inflating point source within the crust (i.e., the ‘Mogi’ model; Mogi, 1958; 

McTigue, 1987); whereas models based on laccoliths and other shallow (𝑅 ≫ 𝑑) intrusions 

typically consider crustal flexure with a thin-plate-type model (e.g., Pollard and Johnson, 1973; 
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Galland and Scheibert, 2013). We use a model that effectively interpolates between these end-

member regimes in the 𝑅 − 𝑑 parameter space; the flexural response (𝑤) associated with 

pressurization of a penny-shaped crack (Fialko et al., 2001) is 

 

𝑤(𝑟) =
2(1 − 𝜈)Δ𝑃𝑅

𝜇
∫ [(1 + 𝜉

𝑑′

𝑅
) 𝚽(𝜉) + 𝜉

𝑑′

𝑅
 𝚿(ξ)] 𝑒−

𝜉𝑑′

𝑅 𝐽0(𝜉𝑟) 𝑑𝜉

∞

0

, (3.1) 

where 𝑟 = √(𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2 are radial coordinates from the intrusion center (𝑥0, 𝑦0), 𝑥 

and 𝑦 are Cartesian coordinates,  𝜈 and 𝜇 are the Poisson’s ratio and shear modulus of the crust, 

and Δ𝑃 is the magma overpressure. For simplicity, we assume constant 𝜈, 𝜇, and Δ𝑃 values of 

0.35, 2 x 104 MPa, and 40 MPa, respectively. 𝐽0 is the zeroth-order Bessel function over 

coordinate 𝜉, 𝚽 and 𝚿 are image functions that are iteratively solved to satisfy free surface and 

crack plane boundary conditions (Fialko et al., 2001).  

The formation of the penny-shaped crack inflation model assumes a flat free-air boundary 

condition in order calculate displacement. However, such an assumption is not valid within the 

framework of our model, where previous intrusions generate dispersed topography. These 

topographic loads alter the stress state of the crust and can impact the elastic response to inflation 

(e.g., Maccaferri et al., 2011). One solution to this is to account for the such stress states within 

the governing equations (e.g, McTigue and Stein, 1984). However, this further complicates the 

model and is computationally expensive. A second, simpler approach is to adjust the depth of the 

intrusion to account for overlying relief. Williams and Wadge (1998) found, for the inflating 

point-source model, that this adjustment generates approximately the same solution as altering the 

governing equations. Here, we follow this approach and calculate 𝑑′ as the depth of the intrusion 

corrected to account for overlying topography (𝑍):  

 𝑑′ = 𝑑 + 𝑍(𝑟 = 0) − min(𝑍). (3.2) 
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To analyze the connections between intrusions and surface displacements, we also model 

intrusion thicknesses. For simplicity in our analyses and numerical efficiency over thousands of 

intrusions, we parameterize the complicated algebraic expression for intrusion thickness from 

equation (3.1) as the semi-minor axis of an axisymmetric ellipsoidal body of radius 𝑅. The 

volume of the ellisoid is assumed to be the volume change (Δ𝑉) associated with the pressurized 

crack (Fialko et al., 2001): 

 

Δ𝑉 =
4𝜋𝑅3(1 − 𝜈)Δ𝑃

𝜇
∫ 𝚽(𝜉)𝐽0(𝜉)𝑑𝜉

∞

0

. (3.3) 

 Figure 3.1.A-B shows maximum surface displacements and maximum thicknesses of 

single intrusions within our explored 𝑅 − 𝑑 parameter space. Figure 3.1.C shows the difference in 

maximum surface displacements (Δ𝑤) between the pressurized penny-shaped crack, inflating 

point source, and thin-plate flexure models. Overall differences between these models are small 

(< 1 m), except for the largest intrusive bodies within the shallow regime, where the intrusion 

lateral dimension is much larger than its depth and the pressured-crack model becomes 

inappropriate. 

 

Figure 3.1 – Stochastic model 𝑹 − 𝒅 parameter space using the pressurized penny-shaped crack displacement model 

(Fialko et al., 2001). A: Maximum surface displacement. B: Maximum intrusion thickness. C: Displacement difference 

between pressurized penny-shaped crack and typical inflating point source (McTigue, 1987) and thin-plate flexure 

(Galland and Scheibert, 2013) models. 

2.2 Model Simulations 

We analyze the effects of intrusion parameter distributions using two sets of models. For 

all models, we intrude magmatic bodies into a periodic spatial grid that has a length of 63.75 km 
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in both 𝑥 and 𝑦 directions, and a grid resolution of 250 m.  We sample from an intrusion 𝑅 − 𝑑 

parameter space ranging ~316 – 31,600 m, which falls within the size distributions of mapped 

intrusions (Cruden et al., 2017). For consistency across models, we intrude a total magmatic 

volume of 2000 km3, within the estimated ranges of exposed plutonic provinces (De Saint 

Blanquat et al., 2011). Given our spatial grid size, this volume should generate ~ 500 m of mean 

elevation in all models. For both model sets, we assume a normal bivariate distribution of 𝑅 and 

𝑑 with standard deviations of 0.01 m in log-log space and no covariance between the two 

parameters. We then analyze different intrusion distributions by varying the mean 𝑅 and 𝑑 values 

in log-log space (Figure 3.2). 

 

Figure 3.2 – Sampled 𝑹 − 𝒅 distributions for the Poisson spatial distribution model set. Within the 2D space, colored 

lines represent 20% contours of sampled values for each model; inset gives the total number of samples (N). Bottom 

and left panels show the probability density functions (PDFs) of sampled radius (bottom) and depth (left) values for 

each model; insets give the mean sampled value (𝝁). Gaussian spatial distribution model set follows same 𝑹 − 𝒅 

distributions. 
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We explore the effects of intrusion spatial distributions on topographic form by 

examining two end-member distributions. In the first set of models, we assume intrusions have 

nearest-neighbor distances that follow a Poisson distribution, similar to monogenetic vent fields, 

and determine intrusion locations by randomly sampling a uniform distribution in both the 𝑥 and 

𝑦 directions (Baloga et al., 2007). Thus, we model a system of nearly equal-sized intrusions at 

nearly equal depths that are randomly distributed horizontally. Figure 3.3 shows the final model 

topography and crustal cross-section of emplaced intrusions for six simulations using a Poisson 

intrusion spatial distribution. 

 Although monogenetic vent fields have been shown to follow a Poisson’s distribution 

(e.g., Connor and Hill, 1995) , evolved magmatic systems (e.g., Mt. Mazama; Karlstrom et al., 

2015) as well as shallow intrusions (e.g., The Henry Mountains; Gilbert, 1877) often generate 

more clustered volcanic terrain. The second set of models thus explores this clustering within the 

crust. We use the same 𝑅 and 𝑑 parameter distributions as the first model set (Figure 3.2). 

However, rather than a Poisson’s distributions, we assume intrusions emplace as bivariate normal 

distributions in both the 𝑥 and 𝑦 directions with 10 km standard deviations, no covariance 

between the two directions, and mean locations that are centered on the model grid. This set of 

models thus simulates clustered intrusions of nearly-equal radius and depth within the crust. 

Figure 3.4 shows the final model topography and crustal cross section for six simulations that 

follow this intrusion spatial distribution. 

2.3 Model Analysis 

We analyze the connection between surface topography, crustal thickening (without relief 

generation), and the underlying magmatic intrusion distribution using a variety of techniques. 

First, we analyze the amount of relief and crustal thickening generated by radius and depth 

distributions for both the Poisson and Gaussian spatial distribution model sets. Afterwards, we 

explore the ability of elastic plate flexure to determine intrusion model parameters for the Poisson 
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spatial distribution models. Finally, we analyze how well single-intrusion models can match 

stochastic model parameters for the Gaussian spatial distribution models.  

2.3.1 Elevation 

We analyze the effect of intrusion geometric and spatial distributions on topography 

using two metrics. First, we assess the overall elevation increase of each model by calculating 

maximum and mean elevations. Afterwards, we compare the volume of topographic relief to the 

volume of crustal thickening within each model. We define the volume of relief (𝑉𝑟) as the 

volume of material within the topographic range, integrated over the model domain (𝑋𝑑 = 𝑌𝑑 =

31,600 m). 

 
𝑉𝑟 = ∫ ∫ (𝑧 − min(𝑧)) 𝑑𝑦 𝑑𝑥

𝑌𝑑

0

𝑋𝑑

0

, (3.4) 

and the volume of crustal thickening (𝑉𝑇) as the volume of material between  0 m and the 

minimum height 

 
𝑉𝑇 = ∫ ∫ 𝑧 𝑑𝑥 𝑑𝑦 − 𝑉𝑟

𝑌𝑑

0

𝑋𝑑

0

. (3.5) 

Dividing equation (3.4) by equation (3.5) as 

 
𝜁 =

𝑉𝑟

𝑉𝑇
, (3.6) 

thus provides a useful metric for determining whether intrusion distributions contribute more to 

local (𝜁 > 1, generating relief) or regional (𝜁 < 1, generating thickening without relief) 

topography. 

2.3.2 Interpretation of Poisson-distributed intrusions via elastic plate flexure 

The relationship between buried loads at depth (such as intrusions) and topography has 

traditionally been studies in the framework of a thin elastic plate, where deformation (𝑤) is 

assumed to be only vertical (e.g., McNutt, 1983). The relative simplicity of this framework is 
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appealing; we explore the extent to which our Poisson-distributed intrusion models can be 

approximated in terms of the deformation of an elastic plate with some thickness (𝑇𝑒) in response 

to a load at the base of the plate as (Wessel, 1996) 

 
𝐷∇4𝑤(𝑥, 𝑦) = 𝑞𝑝(𝑥, 𝑦) − 𝐵𝑥

𝜕2𝑤(𝑥, 𝑦)

𝜕𝑥2
− 2𝐵𝑥𝑦

𝜕2𝑤(𝑥, 𝑦)

𝜕𝑥𝜕𝑦
− 𝐵𝑦

𝜕2(𝑤, 𝑦)

𝜕2𝑦
 , (3.7) 

where 𝐵𝑥, 𝐵𝑦, and 𝐵𝑥𝑦 are in-plane forces in the 𝑥 and 𝑦 direction, and 𝐷 is the flexural rigidity, 

defined as 

 
𝐷 =

𝐸𝑇𝑒
3

12(1 − 𝜈2)
, (3.8) 

with Young’s modulus 𝐸 and Poisson’s ratio 𝜈. 

 Assuming displacement is of a magmatic origin, and accounting for other possible loads 

(𝑞), the load at the base of the plate is 

 𝑞𝑝(𝑥, 𝑦) = 𝑞(𝑥, 𝑦) − 𝑤(𝑥, 𝑦)𝑔(𝜌𝑚 − 𝜌𝑎). (3.9) 

where 𝜌𝑎 and 𝜌𝑚 are the densities of air and magma, respectively, and 𝑔 is acceleration due to 

gravity. 

 Assuming the density of air is negligible (𝜌𝑎 = 0) and no lateral forces exist within the 

plate (𝐵𝑥 = 𝐵𝑦 = 𝐵𝑥𝑦 = 0), substituting equation (3.9) into equation (3.7) gives 

 𝐷∇𝑤(𝑥, 𝑦) + 𝑤(𝑥, 𝑦)𝑔𝜌𝑚 = 𝑞(𝑥, 𝑦). (3.10) 

 The 2D Fourier and inverse Fourier transform pair of a signal (𝑓) is  

 
𝑓̅(𝑘𝑥, 𝑘𝑦) = ∫ ∫ 𝑓(𝑥, 𝑦)𝑒−2𝜋𝑖(𝑥𝑘𝑥+𝑦𝑘𝑦)𝑑𝑥𝑑𝑦

∞

−∞

∞

−∞

, 

𝑓(𝑥, 𝑦) = ∫ ∫ 𝑓̅(𝑘𝑥, 𝑘𝑦)𝑒2𝜋𝑖(𝑥𝑘𝑥+𝑦𝑘𝑦)𝑑𝑘𝑥𝑑𝑘𝑦

∞

−∞

∞

−∞

, 

(3.11) 

(3.12) 
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with wave numbers 𝑘𝑥 and 𝑘𝑦 in the 𝑥 and 𝑦 direction, respectively. Applying equation (3.11) to 

the elastic plate flexure equation transforms equation (3.10) into an algebraic equation as 

 2𝜋𝒌4𝐷𝑤̅(𝑘𝑥, 𝑘𝑦) + 𝑔𝜌𝑚𝑤̅(𝑘𝑥, 𝑘𝑦) = 𝑞̅(𝑘𝑥, 𝑘𝑦), (3.13) 

where 𝒌 is the radial wave number (𝒌 = √𝑘𝑥
2 + 𝑘𝑦

2). Rearranging equation (3.13) thus gives 

 𝑤̅(𝑘𝑥, 𝑘𝑦) = 𝜙𝑞̅(𝑘𝑥, 𝑘𝑦), (3.14) 

where  

 
𝜙 =

1

2𝜋𝒌4𝐷 + 𝑔𝜌𝑚
, (3.15) 

is the isostatic response function (IRF; Walcott, 1970). Equation (3.15) thus predicts the isostatic 

limitation of our models. Short-wavelength features, or an exceptionally rigid plate, cause 𝜙 to be 

0, and thus no displacement occurs at the surface; whereas long-wavelength features, or a weak 

plate, cause the load to be compensated as 1 / 𝜌𝑚𝑔 (i.e. Airy compensation). The wavelength 

(𝜆𝐶) that corresponds to this compensation is defined as (Turcotte and Schubert, 2010) 

 

𝜆𝐶 = 2𝜋 (
𝐷

𝜌𝑚𝑔
)

1
4

. (3.16) 

 To apply equation (3.15) to our models and determine an effective elastic thickness, we 

assume a single effective depth for our intrusion distribution and calculate the transfer function 

between intrusion thickness and relief (i.e., admittance; Krishna, 1996). We then find the best-

fitting elastic thickness for each model by performing a grid search over the range ~32 −

100,000 m. The lower limit of our parameter search falls within the range of depths explored 

previously for shallow rhyolitic intrusions (Castro et al., 2016). For each thickness, we calculate 

𝜙 using equation (3.15), then determine the misfit (𝛿) between 𝜙 and the admittance as 
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𝛿 = √∑ ∑ (
𝑧̅(𝑘𝑥𝑖

, 𝑘𝑦𝑗
)

𝜏̅(𝑘𝑥 , 𝑘𝑦)
− 𝜙(𝒌)𝛤)

2𝐾𝑦

𝑗=1

𝐾𝑥

𝑖=1

, (3.17) 

where 𝑤̅ and 𝜏̅ are the spectral components of relief and intrusion thickness, respectively, 𝑖 and 𝑗 

are counters over wavenumbers 𝑘𝑥𝑖
 and 𝑘𝑦𝑗

, respectively, with maximum numbers of 𝐾𝑥 and 𝐾𝑦, 

and 𝛤 is a conversion factor between pressure and thickness, which parameterizes the loading of a 

thin plate associated with a Poisson-distributed sequence of intrusions. For simplicity, we assume 

𝛤 is a constant value of 𝜌𝑚𝑔, with 𝜌𝑚 = 2800 kg/m3. In reality, 𝛤 likely scales with intrusion 

depth and radius distributions. 

2.3.3 Interpretation of Gaussian-distributed intrusions via a single intrusion 

While the Poisson spatial distribution models represent spatially-distributed crustal 

magmatism, the Gaussian spatial distribution models present more clustered intrusive bodies. 

Rather than apply plate flexure, we take an approach that is common in studies of landforms 

associated with shallow intrusions (e.g., Pollard and Johnson, 1973; Goulty and Schofield, 2008; 

Galland and Scheibert, 2013). Assuming model topography was generated by a single intrusion, 

we find the best-fit intrusion parameters that match the observed pattern of deformation by 

performing a grid search of the same 𝑅 − 𝑑 intrusive ranges as our stochastic models (~316 – 

31,600 m). We compare our models to the single-intrusion fit by calculating the Euclidean 

distance (𝛿𝑧) between the stochastic (𝑍) and single-intrusion (𝑍𝑠) model topographies 

 

𝛿𝑧 = √ ∑ ∑(𝑍(𝑥𝑚, 𝑦𝑛) − 𝑍𝑠(𝑥𝑚, 𝑦𝑛))2

𝑁𝑦

𝑛=1

𝑁𝑥

𝑚=1

. (3.18) 

with counters 𝑚 and 𝑛 over elements in the 𝑥 and 𝑦 directions, having max values of 𝑁𝑥 and 𝑁𝑦, 

respectively. Furthermore, we assume effective magma overpressure is unknown, and thus find 

the best-fitting 𝑅 − 𝑑 parameters for overpressure values ranging 10 − 200 MPa. For all grid 
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searches, we use the inflating penny-shaped crack model (Fialko et al., 2001) to determine single-

intrusion displacements. 

3.0 Results 

 The Poisson and Gaussian spatial distributions generate vastly different topographies 

(Figures 3.3 and 3.4). While the Poisson distribution models generate spatially-scattered ridges 

and troughs of varying scales, the Gaussian distribution models create a single, near-

axisymmetric landform. This variability in topographic form also determines the overall height of 

the model surfaces, with Gaussian distribution models having approximately three times more 

height than Poisson distribution model (Figure 3.5.A-B, solid lines). However, this increase in 

height does not necessarily equate to crustal thickening, as we will show. Despite these 

differences in landform height and distribution, mean elevations of ~500 m are consistent across 

all models (Figure 3.5.A-B, dashed line), as expected from the volumetric input of magma into 

the crust. Below, we discuss the results of the analyses described in the Methods section. 

3.1 Topographic Analysis 

 Although large differences exist between the landforms generated by the Poisson and 

Gaussian spatial distributions, variations within each model set highlights the effect of intrusion 

radius and depth distributions on topography. Within the Poisson spatial distribution model set, 

the model intrusion mean radius-to-depth ratio (𝑅/𝑑) exerts a clear control on both relief (Figure 

3.3) and overall height (Figure 3.5.A, solid lines) of the surface. This dependence on 𝑅/𝑑 does 

not exist for the Gaussian spatial distribution models (Figure 3.4). Rather, elevations appear to be 

dominantly controlled by only the mean model intrusion depth (Figure 3.5.B, solid lines). 
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Figure 3.3 – Poisson spatial distribution model topography, ordered by 𝑹 / 𝒅. Top panels show model relief, set to the 

same scale. Bottom panels show cross-sections of both topography and crust through the black lines of top panels. Red 

ellipses signify locations of intrusions within the cross-section, with thicknesses vertically-exaggerated by 10%. Black-

dashed lines show mean intrusion depth. 

These trends between elevation and model intrusion parameters further extend to the 

amount of relief versus crustal thickening generated by intrusions (𝜁; equation 3.6). 𝜁 values are 

all less than 1 for the Poisson spatial distribution models (Figure 3.5.C), suggesting these 

intrusions contribute most to crustal thickening. Furthermore 𝑅 / 𝑑 values influence the 

distribution of volume, with largest 𝑅 / 𝑑 values creating more localized topography. Conversely, 

the Gaussian spatial distribution models have 𝜁 values much greater than 1 (Figure 3.5.D), 

signifying magmatism contributes dominantly to relief, with almost no crustal thickening. 

Although 𝜁 decreases with increasing mean model intrusion depth in the Gaussian spatial 
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distribution models, we cannot distinguish crustal thickening from flexure-related topography 

within the model spatial domain. 

 

 

Figure 3.4 – Gaussian spatial distribution model topography, ordered by 𝑹 / 𝒅. Top panels show model relief, set to 

the same scale. Bottom panels show cross-sections of both topography and crust through the black lines of top panels. 

Red ellipses signify locations of intrusions within the cross-section, with thicknesses vertically-exaggerated by 10%. 

Black-dashed lines show mean intrusion depth. 
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Figure 3.5 – Model topographic analysis. A-B: Max (solid lines) and mean (dashed lines) model elevations as a 

function of cumulative intrusive volume for (A) Poisson and (B) Gaussian spatial intrusion distribution models. Colors 

correspond to model parameters presented in legend. C-D: Ratios of volumes associated with topographic relief and 

crustal thicknesses (𝜻; equation 3.6), ordered by mean model intrusion parameters for (C) Poisson and (D) Gaussian 

spatial intrusion distributions. 

3.2 Plate Flexure Analysis 

 Overall, we find that the flexural plate model provides an adequate approximation for the 

displacements associated with regionally-dispersed crustal magmatism. Figure 3.6.A shows the 

grid search 𝛿 values (equation 3.17) over the analyzed elastic plate thickness parameter space, 

ordered by mean stochastic model intrusion depth on the y-axis. In all cases, the best-fitting 

elastic plate is thinner than the stochastic model intrusion depths. Figure 3.6.B suggests stochastic 
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model mean intrusion depths and best-fitting plate thicknesses are linearly-related, having a slope 

of ~0.28 and R2 value of 0.97. 

 

Figure 3.6 – Elastic plate flexure model fits to Poisson spatial intrusion distribution models. A: Misfit (𝜹; equation 

3.17) between scaled isostatic response functions (𝝓; equation 3.15) and surface-thickness transfer functions. X-axis is 

tested elastic plate thickness, Y-axis is individual Poisson distribution models, ordered by mean model intrusion depth. 

Black dots are lowest misfit values for each model. Red lines show range of sampled model intrusion depths, with red 

triangles corresponding to the mean value. B: Best-fitting elastic plate thicknesses as a function the corresponding 

mean model intrusion depth. Red line shows linear regression of values, with equation provided in legend. R2 value of 

linear fit is 0.97. 

 Figure 3.6 suggests model mean intrusion depth is the dominant parameter that influences 

elastic plate thickness. However, a variety of factors can influence this consistent offset between 

mean intrusion depth and plate thickness. These include 1) our assumption that intrusions 

dispersed within the crust can be approximated by a single effective depth; 2) spatial overlapping 

of intrusions, which can interfere with the spectral energy transfer between thicknesses at depth 

and surface displacements; and 3) the variability in randomly-selected intrusion parameters (i.e. 

depth, radius, volume). 

 Figure 3.7 provides context for how these factors can influence our results by comparing 

the scaled best-fitting response function (𝜙𝛤; equation 3.17) to the 𝑍 − 𝜏 admittance for each 

model, ordered by mean model intrusion depth. In all models, short-wavelength (~102 m) features 

provide good fits between admittance and the isostatic response function. Deviation between 
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these values occurs at moderate wavelengths (~103 m). Across all models, the magnitude of this 

deviation appears to be depth dependent. Finally, admittance and isostatic response function 

values begin to realign at approximately the flexural wavelength of the best-fitting elastic plate 

(Figure 3.7, red-dashed lines). 

 

Figure 3.7 – Surface-thickness transfer function (black dots) and best-fitting isostatic response function (red lines) as a 

function of wavelength for each Poisson spatial intrusion distribution model, ordered by mean model intrusion depth. 

Red-dashed lines correspond to the flexural wavelength of the best-fitting elastic plate thickness (𝝀𝒄; equation 3.16). 

3.3 Single-Intrusion Analysis 

 Best-fitting single intrusions that match the topography of our Gaussian spatial 

distribution models significantly differ from the model intrusion input parameters. Figure 3.8 

shows the best-fitting single intrusion parameters for the 10-200 MPa overpressure values as a set 

of box-and-whisker plots for each model, ordered by stochastic model intrusion 𝑅 / 𝑑 ratios. 

Despite the depth-dependency on model elevations shown in Figure 3.5, we observe no consistent 

trend between stochastic model mean intrusion depths and best-fitting single intrusion depths 
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(Figure 3.8.B). This lack of dependence extends to both the intrusion radii parameters (Figure 

3.8.A), as well as the 𝑅 / 𝑑 values (Figure 3.8.C). However, we find that the minimum best-

fitting single-intrusion radii are well-constrained by the average distance between intrusion 

locations and the center of the grid (Figure 3.8.A, red-dashed line). This suggests intrusion spatial 

distributions provide a limiting control on the ability to model densely-packed magmatic bodies 

as a single intrusion. 

 

Figure 3.8 – Box-and-whisker plots of best-fitting single-intrusion model parameters to the Gaussian spatial intrusion 

distribution models for the intrusion overpressure 10-200 MPa values. X-axes are stochastic model mean 𝑹 / 𝒅 values, 

Y-axes are best-fitting single-intrusion parameter values. Black stars correspond to mean stochastic model parameter 

values. A: Intrusion radii. B: Intrusion depths. C: Intrusion 𝑹 / 𝒅 values. Red-dashed line in (A) corresponds to the 

stochastic model mean intrusion distances from the center of grid. 

4.0 Discussion 

 Our results suggest topography encodes the long-term history of crustal magmatic 

systems, from which approximate system geometry and depth can be inferred. In particular, we 

find that dispersed magmatic bodies can be well-approximated by plate flexure models. This 

provides new insight into isostatic studies for interpreting the size, depth, and volume of 

magmatism within volcanic settings (e.g., McNutt, 1983; Blakely et al., 1997; Perkins et al., 

2016b). 

 As intrusive bodies become more clustered, such as those at long-lived magmatic centers 

(e.g., Hildreth, 2007), horizontal overlap among intrusions within the crustal column presents a 

loss of information that limits interpretations from topography. Although intrusion depths and 
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sizes become uninterpretable from topography, we find that single-intrusion models can still 

constrain the approximate spatial extent of intrusions. This also gives credence to elasticity-based 

studies that model plutons as single intrusions (e.g., Pollard and Johnson, 1973; Michaut, 2011). 

 Within our models, we observe a distinct difference between when intrusions generate 

relief versus then they contribute to crustal thickening. Our results suggest the spatial extent of 

emplaced intrusions is the dominating process for this difference. If intrusions are constrained to 

a small area, their inflation culminates into a single, high-relief landform. However, if intrusions 

are dispersed, small-scale displacements of the surface over an entire region integrates into an 

overall thickening of the crust. Furthermore, due to our model constraints of defining depth 

relative to the surface, our models can be considered to be in a statistical steady-state, implying 

our results will be consistent regardless of the total magmatic volume. These results give some 

insight into the topographic and crustal volume distributions in volcanic provinces; suggesting 

that high-relief, focused volcanic centers may have more spatially-constrained underlying 

magmatic systems that contribute less to overall thickening than more-distributed volcanic zones 

(Hildreth, 2007; O’Hara et al., 2020). 

 In order to understand the first-order effects of intrusions on topography, a major process 

we ignored within our models was surface erosion. However, the relief and elevation gain 

generated by our models suggests stochastically-emplaced intrusions can have a large impact on 

landscape evolution. Within the framework of landscape evolution, surface displacement 

associated with magmatic intrusions act as a localized uplift term. O’Hara et al. (2019) analyzed 

the effects of single localized uplift perturbations on topographic evolution, finding three regimes 

of response which contribute to increasing landscape disruption. Here, the size of our intrusions, 

as well their surface displacement, lets us estimate their overall impact on landscapes. 

 Within the Poisson spatial distribution models, small-radius (~1 km) intrusions have 

planform areas (𝜋𝑅2) that are similar to low-order basins, and generate very small amounts of 
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relief (< 1 m; Figure 3.1.A). Such intrusions thus correspond to very little surface disruption 

(Regime 1; O’Hara et al., 2019) on large scales, forming small knickpoints (i.e., local 

convexities) within river channels. As intrusion radius increases, generating higher relief, 

landscape disruption will become moderate (Regime 2; O’Hara et al., 2019), creating landforms 

that behead river channels and form internally-drained basins that uplift as plateaus. However, 

this disruption is not permanent, and the landform will eventually decay, leading to a basin 

configuration that is similar to pre-intruded topography. Finally, in the case of very large-radius 

(~10 km) intrusions, or for the Gaussian distribution models (where local accumulation of small 

intrusions generates high-relief landforms), the surface will experience a high degree of 

disruption (Regime 3; O’Hara et al., 2019). Besides beheading river channels and creating 

internally-drained basins, the landform will become the dominant topographic feature of the 

landscape, eventually becoming a long-term drainage divide and forcing permanent channel 

network reconfiguration within the basin. 

 Finally, although we do not model the thermal and geochemical evolution of crustal-

magmatic systems, the stochastically-emplaced nature of our simulations effectively models the 

elastic response to pluton formation within the crust. Our results can thus provide new 

interpretations for the correspondence between intrusions at depth and the surface. For example, 

gravity surveys often employ isostatic response function to analyze compensating crustal 

thickness (e.g., Krishna, 1996) and heterogeneities in crustal density (e.g., McNutt, 1983). Our 

results indicate that applying such isostatic response functions to the admittance between 

topography and gravity may also provide estimates of depth and spatial extent distributions  

of crustal magmatic bodies in-situ. 

 Where applicable, geologic reconstruction of magmatically-deformed topography 

remains a gold standard that can also be used to interpret crustal magmatic systems. A prime 

example of this is the Henry Mountains (Utah, U.S.), a set of exposed Oligocene-aged laccoliths 
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located on the Colorado Plateau. Highly-bent sedimentary units along the flanks of the intrusions 

constrain the elastic deformation of overlying strata during emplacement (Gilbert, 1877; Jackson 

and Pollard, 1988), and has set the basis for common shallow-intrusion models used today (e.g., 

Goulty and Schofield, 2008; Galland and Scheibert, 2013). Reconstructing these units using 

structure-contour data (Gilbert, 1877) generates a surface that can be treated as topography. 

Applying our methodology, this surface can be inverted to infer depths, thickness, and force 

distributions of the intrusions. Such analyses are outside the scope of this study, but can be used 

to better constrain intrusion geometry distributions (e.g, Karlstrom et al., 2018). 

5.0 Conclusion 

 We analyze the extent to which regional-scale magmatism leaves a long-term signature 

on topography. By expanding single-intrusion models in a stochastic emplacement framework, 

we simulate topographic response to multiple magmatic intrusions that have varying sizes, 

depths, and spatial distributions. We show that topographic relief and crustal thickening varies as 

a function of mean intrusion parameters, providing a simple proxy for analyzing crustal 

magmatism from topography. Furthermore, we find that the topographic response to distributed 

magmatism can be approximated using standard plate flexure equations, giving new 

interpretations for gravity-based data in volcanic settings. Finally, we show the limitations of 

analyzing intrusion parameters from topography, where spatially-overlapping intrusions present a 

loss of information to the surface. Despite this, we find that topography can still catalog the 

spatial extent of intrusive bodies. We postulate that combining our results with topographic 

analyses of landforms in volcanic provinces to separate signatures of volcanic, magmatic, and 

erosive processes may provide new methods to estimate crustal magma flux and magmatic 

system geometry from the surface. 
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6.0 Bridge 

 Chapter III explores the role of regional-scale magmatism in generating topography. I 

found quantitative relationships between distributions of intrusions and the land surface by 

modeling prolonged shallow crustal magmatism. Through these models, I find that topography 

can be used to approximate the size and depths intrusive bodies in some scenarios. However, I 

show that the spatial distribution of intrusions, and intrusion depth, provides a limiting constraint 

on the amount of information that can be discerned from topography. Combining the stochastic 

intrusion framework with the landscape evolution models described in Chapter II would provide 

further insight into understanding landscape response to regional-scale crustal magmatism. Figure 

3.9 shows an example of this, where shallow magmatic intrusions were stochastically emplaced 

within an initial steady-state landscape for 6 Myr, such that uplift from the intrusions contributed 

a constant 25% to the regional uplift. Transient topography associated with these perturbations 

follow the results of Chapter II as well as the expectations described in the Discussion section of 

this chapter. The intrusions generate topographic highs that become increasingly-dissected by 

channel incision. Furthermore, these landforms behead river channels, generating plateau-like 

features in the upstream reaches of the basin they perturbed. Future work will expand on this 

sample model to explore how intrusion sizes, depths, spatial distributions, and emplacement rates 

impact the erosive response to regional-scale magmatism.  

 Chapters II and III both take a theoretical approach to understand how intrusive processes 

effect topographic form and evolution. However, how crustal magmatic structure of volcanic 

provinces relates to surface volcanism, as well as how these relationships evolve through time, 

remains unknown. Chapter IV explores these connections. Using a recently-published Quaternary 

vent database (Ramsey and Siebert, 2017), I estimate edifice volumes from topography within the 

Cascades Arc (western U.S.). I then compare vent spatial density and edifice volumes to regional 

geophysical datasets to analyze the relationship between the surface and subsurface. Finally, I 
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break down the temporal aspect of the Quaternary vent database to understand the evolution the 

crustal magmatic structure of the Cascades over the last 2.6 Myr. 

 

Figure 3.9 – Example stochastic intrusion landscape evolution model. Left panel shows the initial landscape 

configuration, with a divide along the center and sinks along the left and right sides of the model domain. Right panel 

shows transient topography after 6 Myr of uplift associated with stochastically-emplaced shallow intrusions. 
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CHAPTER IV 

TIME-EVOLVING SURFACE AND SUBSURFACE SIGNATURES OF 

QUATERNARY VOLCANISM IN THE CASCADES ARC 

From O’Hara, D., Karlstrom, L., and Ramsey, D. W. (2020). Time-evolving surface and 

subsurface signatures of Quaternary volcanism in the Cascades Arc. Geology. 

1.0 Introduction 

Diversity in the spacing, volume, and morphology of arc volcanoes (e.g. Tamura et al., 

2002; George et al., 2016) implies diversity in underlying crustal magmatism. Mapping active 

structures through the crust to connect volcanism with deeper magmatic processes remains an 

outstanding challenge. Here, we combine a database of mapped Quaternary vents, surface 

topography, and diverse geophysical datasets within the Cascades Arc to probe relations between 

volcanism and underlying crustal structure. Building on prior efforts to synthesize geophysical  

(e.g., Weaver et al., 1989; Wells et al., 1998; Till et al., 2019) and geologic (e.g., Guffanti and 

Weaver, 1988; Hildreth, 2007) data in the Cascades, we analyze (1) arc-scale relations among 

geophysical datasets associated with magmatism; (2) how well volcanoes match geophysical 

subsurface magmatic signatures and (3) Quaternary time-variations of these relations. 

1.1 The Cascades Arc 

Volcanism in the N-S trending Cascades Arc is associated with eastward subduction of 

the Juan de Fuca plate under the North American Plate (Figure 4.1.A). We focus on the U.S. 

Cascades (~40° - 49°N). Quaternary volcanism consists of notable long-lived (~300-600 kyr; 

Calvert, 2019) stratovolcanoes aligned parallel to the trench, as well as voluminous off-axis 

volcanic fields encompassing thousands of vents extending  as far as ~50-150 km normal to the 

trench (Guffanti and Weaver, 1988; Hildreth, 2007). Although clockwise rotation of western 

Oregon has migrated the arc on ~10 Myr timescales (Wells et al., 1998; du Bray and John, 2011), 

previous work has not documented consistent Quaternary vent migration  (Hildreth, 2007). 
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Figure 4.1 – A: Quaternary Cascades vent locations (red dots; Ramsey and Siebert, 2017) and main volcanic centers 

(white circles and black triangles) overlaid on topography (horizontally exaggerated). B-C: Along-arc histograms of 

(B) vents and (C) edifice-based extrusion rates (top axis) and edifice volumes (bottom axis) using 0.5° latitudinal bins 

(~56 km). Colors correspond to edifice morphology. D: Cumulative edifice volumes, separated by epoch of most recent 

eruption. 

1.2 Data 

Quaternary mapping of the Cascades reveals volcanic products that span the range of 

common edifice types and compositions observed on Earth (e.g., Sherrod and Smith, 2000; 

Hildreth et al., 2012).  Ramsey and Siebert (2017) compiled a database containing 2999 vent 

locations (Figure 4.1.A), along with associated morphological classification and epoch age of the 

most recent eruption (Holocene, 0-0.01 Ma; Late Pleistocene, 0.01 – 0.1 Ma; Middle Pleistocene, 

0.1 – 1.8 Ma; Early Pleistocene, 1.8 – 2.6 Ma).  

We compile Cascades geophysical data sets that examine crustal attributes at <~20 km 

depths and may constrain magma structure. 1) Isostatic residual gravity anomaly data provide a 

depth-integrated measure of upper-crustal rock density (Blakely et al., 1997), correcting observed 

gravity for topography and compensating crustal root (Simpson et al., 1986). We do not seek 

signatures of magmatic crustal thickening (Karlstrom et al., 2014). 2) Seismic tomography 

involves a combination of rock composition, temperature, and fluid content (Zhao et al., 1992). A 
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number of tomographic models exist for the Cascades; we use 10s and 15s period phase velocity 

anomalies (ΔVph) from a surface-wave model based on both onshore and offshore data, which are 

sensitive to upper-crustal structures (Janiszewski et al., 2019). 3) Heat flow measurements reflect 

conductive and advective heat transport in the upper few kilometers of crust, with lateral heat 

advection by groundwater over ~10s of km-scale (Ingebritsen and Mariner, 2010). 4) Crustal 

rotation rates derived by regional GPS velocity field measurements record interseismic surface 

motions (McCaffrey et al., 2013) and approximate large-scale rotation rates over the past ~16 

Myr (Wells and McCaffrey, 2013). 

 

Figure 4.2 – Maps of all used datasets gridded to 25x25 km2 grid resolution. Black lines encompass Quaternary vents. 

Largest edifice volume and number of vents within a cell is ~504 km3 and 265 vents (Mt. Shasta and Medicine Lake, 

respectively). 

2.0 Topographically-Determined Edifice Volumes 

To identify surficial signatures of volcanism in the Cascades, we use 10m National 

Elevation Dataset DEMs (USGS, 2013) to determine topographic extents of volcanic edifices. 

Generally, edifices are positive topographic structures associated with vents, semi-circular in 

planview, with slopes higher than surrounding topography (including any satellite vents). Within 

this section, we discuss our methods for determining edifice boundaries from topography, the 
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accuracy of our method compared to previously-reported volumes, and our resulting volumes and 

extrusion rates for the Cascades Arc.  

2.1 Edifice Boundary Identification 

Volcano topographic boundaries and volumes are determined by the Modified Basal 

Outlining Algorithm (MBOA; Bohnenstiehl et al., 2012). MBOA first creates a set of topographic 

contours using a user-defined contour interval. Afterwards, it selects contours that meet a set of 

criteria; we require that 1) the contour must be closed within the map region (it cannot extend 

outside of the map), 2) it must be semi-circular both in terms of its overall geometry (we impose 

an ellipticity limit of 0.3) and must approximate an ellipse shape (using a misfit cutoff of 0.4), 

and 3) it must be the lowest-most contour of a group with at least 1 other contour contained 

within it. Once closed topographic contours are selected, MBOA modifies the contour by 

generating a series of 180 radial profiles centered on the peak of the enclosed topography. The 

intersections of each profile and the contour are then moved down-profile until the ratio of 

enclosed cross-sectional area to profile outline perimeter decreases. All points are then 

reconnected in map view, creating a basal outline around the topographic structure. 

To account for edifices of varying scales that are often superimposed spatially, we 

augment MBOA with a semi-automated process that determines regions of interest and spatial 

scales with which to use MBOA on a local-scale DEM. Figure 4.3 provides an example of the 

process for the Three Sisters volcanic complex (OR). Starting with a 10m-resolution DEM 

(Figure 4.3.A), we calculate local topographic slopes over the region (Figure 4.3.B), and generate 

a hypsometric curve of surface slopes (i.e. a cumulative density function of the relationship 

between slope and area, normalized by the total map area; Figure 4.3.C). We postulate that the 

highest slopes are associated most with volcanic edifices, and find through experimentation that a 

slope value higher than the slopes that cover 80% of the map area generally picks out volcanoes 

(𝑆𝐶; dashed line of Figure 4.3.C). Using this value, we generate a binary map of pixels with slope 
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values greater than 𝑆𝐶  (Figure 4.3.D). We then perform a 2D low-pass filter on this map using 

1000m and 300m cutoff wavelengths (Figure 4.3.E; Perron et al., 2008). Similar to MBOA, we 

then determine contours that meet criteria 1-3 in the above paragraph – these are now considered 

regions of interest. The DEM is cut around these regions and processed with MBOA, using a 

contour interval that is 5% of the total relief of the cut DEM, thus ensuring that criteria 3 can be 

met regardless of grid resolution. The boundaries determined by MBOA are then manually 

inspected and paired with database vents. Afterwards, edifice volumes are calculated as the 

integral of bounded topography, with small-scale structures such as parasitic cones subtracted 

from underlying edifices. 

The result is a set of boundaries and associated volumes that encompass edifices of 

multiple scales and morphologic types (Figure 4.3.F), ranging from 10’s of m-scale cinder cones 

to 10’s of km-scale stratovolcanoes. Field analysis of select cinder cones around Newberry (OR) 

was conducted to determine the accuracy of DEM-derived boundaries to that expected from 

topography within an order of 10’s of meters. We ignore topography associated with dispersed 

eruption deposits. Furthermore, we do not account for buried vents, nor for syn- or post-

construction erosion; however, distributions of edifice volumes are similar for all epochs in our 

dataset (Figure 4.4), suggesting erosion does not bias our results. 

We limit this analysis to cinder cones, domes, shield volcanoes, and composite 

volcanoes, giving a total of 2835 analyzed vents. Of these, we determine boundaries for 2105 

vents. The remaining vents of considered types were not paired with topography because edifice 

boundaries could not be adequately determined at the 10m DEM resolution using our procedure. 

Often, this was due to the topography around an edifice being too noisy (i.e. containing high-

amplitude, short-wavelength topographic features) or having an otherwise obscure topographic 

form (such as an underlying ridge), so that MBOA could not delimit the edifice from topography. 

In some cases, MBOA determined breached cinder cone boundaries that encompassed associated 
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lava flows and thus extended beyond the cone. These boundaries were also excluded from our 

analysis to keep volumes constrained to only edifices. To estimate volumes for all considered 

vent types, we assume that vents not paired with topography have volume equal to the average 

volumes of each morphologic type. 

 

Figure 4.3 – Edifice boundary identification for the Three Sisters volcanic complex (OR). A: Raw elevation data. B: 

Map of topographic slopes. C: Hypsometric plot showing the normalized area – topographic slope relationship for the 

Three Sisters complex. Red-dashed line shows the critical slope 𝑺𝑪 that corresponds to the 80th percentile of map area 

(black-dashed line). D: Binary map showing locations of slope values above (yellow) and below (blue) the critical 

value 𝑺𝑪. E: Contours (red lines) of the low-pass filtered logical map (using a 300m filter wavelength). F: Selected 

edifice boundaries (black lines) from MBOA, red triangles are known vent locations. 223 out of 288 (77%) vents in the 

map area were paired with topographic contours. 
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Figure 4.4 – Topography-derived edifice volume distributions for (A) cinder cones, (B) domes, (C) shield volcanoes, 

(D) composite volcanoes, and (E) all morphologic types, separated by epoch. Plot insets list mean volumes 𝝁 for each 

epoch. 

The other 165 vents within the database are fissure vents (110) and vents associated with 

phreatomagmatic eruptions (56). Although fissure vents can generate large-volume lava flows 

(e.g., Clynne and Muffler, 2010), the topography around the vent that can be defined as an edifice 

within our framework is small. For example, topographic volume determination of 14 fissure 

vents north of the Newberry caldera using our method generated values ranging  ~4x10-7 – 3x10-3  

km3, with a mean volume of ~8x10-4  km3. Similarly, phreatomagmatic eruptions often generate 

negative topography, such that volume cannot be determined using our method. Thus, these vents 

are excluded from our analysis. 

2.2 Edifice Boundary Error Analysis 

Determining the bounds of a volcanic edifice is, in general, a challenging and non-unique 

exercise. Various methods have been developed. Geologic mapping represents perhaps the most 

accurate method, provided eruptive contacts are visible and intact. Published geologic maps at 

sufficient resolution do not exist for large sections of the Cascades, but geologically determined 

volumes of major stratovolcanoes have been compiled (e.g., Hildreth, 2007, and references 
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therein). Determining boundaries from satellite-derived DEMs provides a more comprehensive 

and self-consistent method, and one that can be applied to any volcanic region. In addition to the 

method described here, NETVOLC (Euillades et al., 2013) is another algorithm that identifies 

edifice boundaries from DEMs. Rather than using radial profiles to determine changes in slope, 

NETVOLC combines topographic curvature, aspect, and local slope to generate a weighted cost 

map that is iteratively analyzed in polar coordinates around an approximated volcano center point 

to determine the boundary associated with the lowest cost. 

We assess the accuracy of our method by comparing our topographically-determined 

edifice volumes to those determined by geologic mapping and NETVOLC, as reported by 

Hildreth (2007) and Grosse et al. (2014), respectively. Table 4.1 lists the values of each study for 

reported edifices, as well as the percent difference of our values relative to previously-reported 

values, such that negative values indicate larger volumes estimated by this study. We determine 

outliers between datasets as those that have a percent difference value outside a standard 1.5 

interquartile range between the 1st and 3rd quartile. 

The most striking outliers are Mt. Baker and the Lassen Volcanic Center, where our 

algorithm significantly over-estimates volumes compared to other studies, and the Belknap 

shield, where our algorithm significantly under-estimates volumes. These discrepancies can be 

explained by the automatically-defined regions of interest determined by regional slope 

hypsometry within our algorithm. For example, Figure 4.5 shows the identified boundary for 

Lassen. Based on regional slopes, our automated algorithm determined a region of interest (and 

thus edifice boundary) that encompassed the Lassen domefield (Figure 4.5, black line) (Clynne 

and Muffler, 2010), from which a volume of ~77.4 km3 was estimated (excluding volumes of 

smaller, overlapping edifices). However, manually choosing a smaller region of interest, while 

keeping all other parameters the same, causes MBOA to define a boundary only around Lassen 

Peak (Figure 4.5, red line). This smaller boundary gives a volume estimate of 2.7 km3, which is 
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more comparable to those reported by Hildreth (2007) and Grosse et al. (2014) (2.5 and 2.1 km3, 

respectively).  

Name State 

O'Hara et al. 

(this study) 

Volume 

(km3) 

Hildreth 

(2007) 

Volume 

(km3) 

Grosse et 

al. 

(2014) 

Volume 

(km3) 

% Volume Difference (km3) 

Hildreth (2007) 

Grosse et al. 

(2014) 

Mt. Baker WA 144.9 15 36.8 -866.00 -293.75 

Glacier Peak WA 15.3 30 22 49.00 30.45 

Mt. Rainier WA 126.6 130 99 2.62 -27.88 

Mt. Adams WA 165.1 210 48 21.38 -243.96 

Mt. St. Helens WA 36.6 25 16.2 -46.40 -125.93 

Mt. Hood OR 58.2 60 71 3.00 18.03 

Mt. Jefferson OR 22.5 20 27.1 -12.50 16.97 

Three Fingered Jack OR 10 10   0.00 

 Mt. Washington OR 4.8 15   68.00 

 Belknap shield OR 0.07 10 6.1 99.30 98.85 

Black Butte OR 6.3 10   37.00 

 Black Crater OR 3.2 7   54.29 

 North & Middle Sister OR 8.5 27 6.1 68.52 -39.34 

South Sister OR 8.3 20 8.8 58.50 5.68 

Broken Top OR 11.5 10   -15.00 

 Mt. Bachelor OR 10.4 25 4.2 58.40 -147.62 

Newberry OR 294.7   120   -145.58 

Maiden Peak OR 12.2 12   -1.67 

 Diamond Peak OR 18 15   -20.00 

 Odell Butte OR 4.8 7   31.43 

 Cappy Mountain OR 1.9 25   92.40 

 Mt. Bailey OR 14.5 15   3.33 

 Mt. Mazama OR 83.4 120   30.50 

 Mt. McLoughlin OR 9.9 13   23.85 

 Mt. Shasta CA 171.5 450 147 61.89 -16.67 

Mt. Magee CA 13.9 10   -39.00 

 Lassen Volc Center CA 77.4 2.5 2.1 -2996.00 -3585.71 

Mean Absolute Difference: 183.08 342.60 

Mean Absolute Difference (Without Outliers): 32.10 92.66 

Table 4.1 – Volume comparisons of edifices between this study and those reported by Hildreth (2007) and Grosse et al. 

(2014). Negative percent volume differences indicate volumes reported in this study are greater than those previously 

reported, red text indicates outliers in the percent volume difference of each comparison. Note that we use the Hildreth 

volumes for all vents listed here in calculations performed in the main text. 
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Similarly, the Belknap shield has slope values that are small compared to surrounding 

topography, such that our algorithm picked a region of interest that encompassed only the 

topography near the vent, causing a lower volume estimation compared to previous studies. This 

provides useful context to understand why our method generates erroneous values. Our method 

assumes topographic attributes that are common to most edifices: a quasi-conical primary 

landform with steep slopes that may have smaller superimposed vents. The method fails when it 

encounters complex edifice morphologies, such as when slopes are not steep (e.g., the Belknap 

shield), or when satellite topographic features of similar scale obscure the primary landform (e.g., 

the Lassen domefield) 

 
Figure 4.5 – MBOA edifice boundaries for Lassen. Black line shows the automated boundary selection used for this 

study (i.e., Lassen domefield); red line shows the boundary generated by a smaller region of interest (i.e., Lassen Peak). 

Despite these outliers, we find our volume estimates compare well with those previously 

reported. Figure 4.6 shows the distribution of these differences as histograms, labels correspond 

to edifices with the largest volume differences. Our volume estimates differ from Hildreth (2007) 
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in mean absolute percent differences by ~32% and from Grosse et al. (2014) by ~92%. There 

seems to be no consistent trend in these differences. However, volumes generated by MBOA are 

generally larger compared to NETVOLC, and more closely match those reported by Hildreth 

(2007). This lack of consistency suggests there is room for more accurate edifice boundary 

identification and volume estimation methodologies that can incorporate both geologic and 

topographic data. For the purposes of arc-scale comparison between thousands of edifices, our 

method is a transparent and self-consistent edifice boundary identification tool. However, 

assuming detailed geologic mapping is generally more accurate, we use estimates in Hildreth  

(2007) and Bacon and Lanphere (2006) for major stratovolcano volumes in the subsequent 

analyses, acknowledging the important role of auxiliary data in volume estimates where available.  

 

Figure 4.6 – Percent volume differences between this study and others, ignoring outliers listed in Table 4.1. Negative 

volume difference indicates larger volumes calculated by our method. 
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2.3 Cascades Edifice Volumes 

Using our method, we calculate a total minimum Quaternary edifice volume of ~2730 

km3, implying a minimum extrusion rate of ~1.05 km3/km/Myr for the ~1000 km length of the 

study area and 2.6 Myr of the Quaternary (Tables 4.2-3). Figure 4.1.B-C shows the spatial 

distribution of edifice numbers, volumes, and extrusion rates. Figure 4.1.D shows the cumulative 

arc-scale volume of edifices by epoch.  

Our estimated volumes are nearly identical to the ~2570 km3 estimated by Sherrod and 

Smith (1990) that included erupted deposits within the U.S. Cascades. Hildreth (2007) updated 

this, estimating Quaternary erupted volume of the entire Cascades to be ~ 6400 km3. If Hildreth’s 

estimate is correct, then current edifice volumes account for ~50% of total Cascades output. 

Although glacial erosion is variably significant (Hildreth, 2007), if we assume that missing 

volume comes mostly from deposits, total extruded volumes are roughly twice the volume of 

edifices alone.  

Vent Type 

Number of 

Database 

Vents 

Vents 

Paired with 

Topography 

Paired 

Percentage 

Paired 

Mean 

Volume 

(km3) 

Total 

Volume 

(km3) 

Total Arc 

Extrusion Rate 

(km3/Myr/km) 

Cinder Cone 2030 1501 73.9 0.06 103 0.040 

Dome 357 250 70.0 0.21 67 0.026 

Shield 242 193 79.8 4.57 1020 0.393 

Composite 

Volcano 206 161 78.2 8.16 1549 0.596 

Table 4.2 – Table listing vent database and collected edifice value statistics separated by edifice type. Paired Mean 

Volume is the mean topographically derived volume for each morphologic type that had a determined topographic 

boundary; Total Volume is the sum of all volumes within the database, including the topographically derived volumes 

and mean volumes used for vents that did not have a defined topographic boundary. Total Arc Extrusion Rate is 

calculated as Total Volume / 2.6 Myr / 1000 km (timespan of Quaternary and along-arc study area length). 
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Vent Epoch 

Number of 

Database 

Vents 

Vents Paired 

with 

Topography 

Paired 

Percentage 

Paired Mean 

Volume (km3) 

Total 

Volume 

(km3) 

Holocene 219 121 55.3 0.09 20 

Pleistocene 

(Ambiguous) 85 67 78.8 0.03 2 

Late 

Pleistocene 661 413 62.5 0.06 43 

Middle 

Pleistocene  1011 827 81.8 0.07 72 

Early 

Pleistocene 411 323 78.6 0.08 33 

Table 4.3 – Table listing monogenetic vent database and collected edifice value statistics separated by epoch. Paired 

Mean Volume and Total Volume are same as those defined for Table 4.2. 

3.0 Subsurface Structures 

We analyze the Quaternary crustal magma structure within the Cascades by synthesizing 

and correlating multiple datasets. The geophysical datasets vary in spatial resolution and scale: 

the isostatic residual gravity anomaly data (Kucks, 1999)  spans the entire continental U.S.A. and 

has a grid resolution of ~5 km; surface heat flux (Ingebritsen and Mariner, 2010), interseismic 

GPS-derived rotation rates (McCaffrey et al., 2013), and seismic surface-wave phase velocity 

(Janiszewski et al., 2019) datasets are all limited to the Pacific Northwest and (for seismic data) 

the surrounding offshore region, with grid resolutions of  ~3km, ~6km, and ~33km, respectively.  

To compare gridded regional data of different resolutions, we interpolate all datasets to 

the same resolution. Choosing the lowest resolution dataset would be the most conservative 

choice (~33 km; seismic surface-wave phase velocities), but some details of the finer-resolution 

grids may be lost. We therefore strike a balance in resolution, choosing a 25x25 km2 grid spacing 

(Figure 4.2) which is within the range of dataset resolutions and approximately twice the median 

diameter of all stratovolcanoes within the study area.  

After interpolating the geophysical datasets to a common grid, we incorporate edifice 

volumes and vent densities into our analysis by calculating the logarithmic value of total edifice 

volume and number of vents per grid cell area (625 km2; Figure 4.2). We then analyze the 
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relationships between the gridded regional datasets, vent distributions, and edifice volumes by 

performing correlation analyses between datasets. The correlation coefficient (𝐶) between two 

datasets (𝐴 and 𝐵) is defined as (Kutner et al., 2005) 

 

𝐶(𝐴, 𝐵) =  
1

𝑁𝑜 − 1
∑ [(

𝐴𝑖 − 𝜇𝐴

𝜎𝐴
) (

𝐵𝑖 − 𝜇𝐵

𝜎𝐵
)]

𝑁

𝑖=1

, (4.1) 

where 𝑁𝑜 is the number of observations, and 𝜇 and 𝜎 are mean and standard deviation of each 

dataset, respectively. The range of the correlation coefficient is (−1 ≤  𝐶 ≤  1), where positive 

values indicate a positive relationship between the datasets, negative values indicate a negative 

relationship, and 0 indicates no relationship. The correlation p-value represents the statistical 

significance to reject the null hypothesis of no correlation between two datasets; we use a typical 

value of 0.05. 

We first assess structures not associated explicitly with vents (Figure 4.7.A) by 

considering regional gridded datasets alone, over the area plotted in Figure 4.1.A. Next, we 

linearly interpolate gridded data to the analyzed 2835 vent locations to identify structures 

underneath volcanoes (Figure 4.7.B). Finally, we subdivide vent data further into epochs (Figure 

4.7.C-F). For comparison across the interpolated-data correlation matrices, we calculate a mean 

absolute 𝐶. Because the vent database records only the most recent eruption for an edifice, we 

limit temporal analysis to monogenetic vents to mitigate bias from long-lived volcanoes. Figures 

4.8-12 show the bivariate plots and linear regression analysis of each dataset interpolated to all 

Quaternary vents and monogenetic vents of each individual epoch. Plot insets provide the linear 

regression equation, regression R2 value, and correlation coefficient. 

3.1 Correlation Results 

Both the number and magnitude of correlations substantially increase amongst regional 

datasets when interpolated to vents compared to regional grids alone (Figures 4.7.A-B). The most 

significant relations are consistent with a magmatic origin (Figure 4.7.G). For example, magma-
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driven temperature or melt anomalies should contribute to lower seismic velocities and isostatic 

residual gravity, while increasing surface heat flux. These relations are all observed (Figure 

4.7.B), and additionally correspond to higher vent density, larger edifices, and increased 

elevations (e.g., Cao et al., 2016; Deng et al., 2017). Rotation rate is uncorrelated to other 

regional gridded data, yet strongly covaries when interpolated to vents, suggesting magmatic 

influence on crustal deformation near volcanoes. We therefore interpret correlations between vent 

density and these geophysical datasets as defining magmatic structures in the upper crust linked 

to volcanic expression.  

Correlation magnitudes are generally higher for Holocene versus Early Pleistocene vents 

(Figure 4.7.C,F). In spite of coarse temporal resolution, this decrease suggests older edifices no 

longer overlie active magmatic structures, especially considering monogenetic vents are most 

numerous in the earliest epochs (Table 4.3). 

3.2 Sensitivity Tests 

To assess the effect of grid resolution on our results, we conduct a sensitivity test of the 

dataset correlations. We use the mean absolute correlation coefficient (Mean |𝐶|; Figure 4.7) 

between gridded and interpolated data correlation matrices as metrics of grid resolution. 

Furthermore, we determine the difference between each interpolated-data correlation matrix and 

the gridded-data correlation matrix by calculating a Euclidian distance (𝐷𝐸), defined as 

 

𝐷𝐸 =  √∑(𝐶𝐶(𝑖) − 𝐶𝐺(𝑖))2

𝑁𝐶

𝑖=1

, (4.2) 

where 𝐶𝐶 and 𝐶𝐺 are the i’th correlation coefficient of the interpolated-data and gridded-data 

correlation matrices, respectively, and  𝑁𝐶  is total number of independent correlation coefficients 

between datasets. The mean |𝐶| thus provides an overall assessment of the correlation coefficient 
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matrix, while 𝐷𝐸  measures the total distance between the gridded and interpolated data 

correlation matrices for each grid resolution. 

 

   

Figure 4.7 – A-F: Data correlation coefficient matrices. Rows and columns correspond to datasets; X’s indicate p-

values > 0.05. A: Regional data evaluated over the area in Figure 4.1.A gridded to 25 km. B-F:  Same data as (A), 

interpolated to (B) all Quaternary vents, (C) Holocene monogenetic vents, (D) Late Pleistocene monogenetic vents, (E) 

Middle Pleistocene monogenetic vents, and (F) Early Pleistocene monogenetic vents. G: Top panel: Interpretations of 

bivariate relations that signify crustal magmatism, including the expected correlation sign and direction along dataset 𝒊 

of increasing magmatic influence. Bottom panel: Example bivariate relation interpolated to all Quaternary vents (gray 

dots). Black-dashed line shows Studentized residual 𝝆𝒊𝒋 at a point (red square). Red-dashed line is the weighting factor 

𝑰𝒊𝒋 used in equation (4.4). 
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Figure 4.8 –  A: Bivariate plots of gridded and topographically-derived data interpolated to all Quaternary vents with 

plot rows and columns corresponding to datasets. Within each bivariate plot, red lines are linear regression model of the 

data, with insets displaying the linear regression equation, R2 value, and correlation coefficient (C; Equation 4.1). 

Thickened-bordered plots have a correlation p-value greater than 0.05. B: Correlation coefficient matrix for all 

Quaternary vents described in Figure 4.7. 
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Figure 4.9 –  A: Bivariate plots of gridded and topographically-derived data interpolated to monogenetic Holocene 

vents with plot rows and columns corresponding to datasets. Within each bivariate plot, red lines are linear regression 

model of the data, with insets displaying the linear regression equation, R2 value, and correlation coefficient (C; 

Equation 4.1). Thickened-bordered plots have a correlation p-value greater than 0.05. B: Correlation coefficient matrix 

for all Quaternary vents described in Figure 4.7. 
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Figure 4.10 –  A: Bivariate plots of gridded and topographically-derived data interpolated to monogenetic Late 

Pleistocene vents with plot rows and columns corresponding to datasets. Within each bivariate plot, red lines are linear 

regression model of the data, with insets displaying the linear regression equation, R2 value, and correlation coefficient 

(C; Equation 4.1). Thickened-bordered plots have a correlation p-value greater than 0.05. B: Correlation coefficient 

matrix for all Quaternary vents described in Figure 4.7. 
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Figure 4.11 –  A: Bivariate plots of gridded and topographically-derived data interpolated to monogenetic Middle 

Pleistocene vents with plot rows and columns corresponding to datasets. Within each bivariate plot, red lines are linear 

regression model of the data, with insets displaying the linear regression equation, R2 value, and correlation coefficient 

(C; Equation 4.1). Thickened-bordered plots have a correlation p-value greater than 0.05. B: Correlation coefficient 

matrix for all Quaternary vents described in Figure 4.7. 



81 

 

 

Figure 4.12 –  A: Bivariate plots of gridded and topographically-derived data interpolated to monogenetic Early 

Pleistocene vents with plot rows and columns corresponding to datasets. Within each bivariate plot, red lines are linear 

regression model of the data, with insets displaying the linear regression equation, R2 value, and correlation coefficient 

(C; Equation 4.1). Thickened-bordered plots have a correlation p-value greater than 0.05. B: Correlation coefficient 

matrix for all Quaternary vents described in Figure 4.7. 

Figure 4.13 shows the values of these metrics for datasets interpolated to all Quaternary 

vents and monogenetic vents of each epoch using grid resolutions ranging 10-40 km. Overall, we 

find that grid resolution has a low impact on the absolute magnitudes and relative temporal 

magnitudes of these metrics. Holocene vent interpolations seem most sensitive to grid resolution. 

Across all interpolated datasets, coarser grid resolutions cause lower 𝐷𝐸  as gridded and 

interpolated data approach similar correlation values.  
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Figure 4.13 – Sensitivity tests of vent correlation matrices for a variety of interpolated grid resolutions. Colors 

correspond to dataset epochs. A: Mean absolute correlation coefficient. B: Euclidean distance (𝑫𝑬; Equation 4.2) 

between regional gridded data and interpolated data correlation matrices. 

4.0 What are the Subsurface Signatures of Arc Volcanoes? 

Figure 4.7 indicates surface-subsurface correlations exist at volcanic edifices, but does 

not reveal arc-scale patterns. We examine this spatial structure using independent metrics of 

surface and subsurface data. We assess surface data with a volume-weighted Gaussian kernel 

function λ(x,y) that measures spatial vent density and edifice volumes as a probability density 

function (e.g., Connor et al., 2019), defined as 

 

𝜆(𝑥, 𝑦) =
Δ𝑥2

2𝜋ℎ2𝑉
∑ 𝑣𝑒exp [− (

𝑣𝑒𝑑𝑒(𝑥, 𝑦)

4ℎ
)

2

]

𝑁𝑉

𝑒=1

, (4.3) 

where ℎ is a kernel bandwidth (25 km), Δ𝑥 is grid resolution (25 km), 𝑁𝑣 is total number of vents, 

and 𝑑𝑒(𝑥, 𝑦) is the Euclidean distance between point (𝑥, 𝑦) and a vent (𝑥𝑒 , 𝑦𝑒). 𝑣𝑒 is the volume 

of an individual edifice and 𝑉 is the summed volume of all edifices. 

We also measure the extent to which subsurface data provide a coherent indication of 

magmatic structure, but models that relate data physically (e.g., gravitational admittance or Nafe-

Drake curve) are not similarly comparable. Therefore, we assess a relative extent of magmatic 

influence between datasets with linear bivariate relations. We assume the magnitude of the 

correlation coefficient 𝐶𝑖𝑗 reflects arc-averaged significance (Figure 4.7.A-F), then scale a given 
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location with a number 𝐼𝑖𝑗(𝑥, 𝑦) between 0 and 1 measuring the likely magmatic significance for 

vent-interpolated data at that point relative to the entire dataset (Figure 4.7.G). Finally, we use a 

Studentized residual between bivariate data and a linear regression of the vent-interpolated 

bivariate relation (𝜌𝑖𝑗; Figure 4.7.G) to down-weight points that fall off the regional trend. The 

combined magmatic signature of all datasets is then calculated as 

 

𝐺(𝑥, 𝑦) = ∑  ∑  
|𝐶𝑖𝑗|𝐼𝑖𝑗(𝑥, 𝑦)

1 + |𝜌𝑖𝑗(𝑥, 𝑦)|

𝑁𝐷

𝑗=𝑖+1

,

𝑁𝐷

𝑖=1

 (4.4) 

where 𝑁𝐷 is the total number of datasets. Equation (4.4) thus combines both arc- and local-scale 

covariations of multiple geophysical datasets.  

Correlation of geophysical data measured by 𝐺 is largest in central Oregon and generally 

increases to the south, with more subdued peaks associated with the Caribou and Simcoe volcanic 

fields, Medicine Lake, Mt. Mazama, and Mt. Hood (Figure 4.14.A). This pattern is mimicked but 

more focused in 𝜆 (Figure 4.14.B), in part because weighting vents by volume localizes 𝜆 around 

the large edifices. Broad monogenetic vent fields are also prominent, illustrating the significant 

distributed volcanism in the central and southern Cascades.  

Finally, we note that edifice volumes and vent spatial density distributions covary, both 

peaking around the Mt. Shasta/Medicine Lake latitude. The extent of variation relative to this area 

thus measures distributed versus focused styles of volcanism. Normalized vent number and 

edifice volume distributions are plotted in Figure 4.14.C-D, along with their difference (β). 

Positive β implies volumes distributed across more edifices, while negative β indicates volume is 

focused around fewer vents. As expected, volcanic fields such as Caribou, Medicine Lake, and 

Simcoe are distributed; while areas such as Mt. Shasta and Glacier Peak are more focused (Figure 

4.14.D). Vent focusing in areas otherwise dominated by distributed volcanism occurs at Mt. 

Mazama and Newberry volcano. 
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5.0 Arc-Scale Magma Transport 

To characterize regional-scale spatial variability in surface volcanism, we compare 

maximum 𝜆 and 𝛽 among epochs (Figure 4.15; Holocene included with Late Pleistocene). These 

temporal bins are larger than the major Cascades edifice total ages (Calvert, 2019) and so 

constrain transient patterns of volcanic effusion on million-year timescales.  

 

Figure 4.14 – A: Geophysical dataset correlation grid 𝑮 for Quaternary vent distribution. B: Volume-weighted 

Gaussian kernel density vent distribution 𝝀. C: Along-arc normalized distributions of vent number (red shading), 

edifice volumes (gray shading), and their difference (𝜷, black line) in 0.5° latitude bins. D: Across-arc vent 

distributions in 0.2° longitude bins associated with 1.0° latitude swaths.  Red lines in A-B outline cells containing 

vents. 

Figure 4.15 indicates arc-scale patterns of volcanism style and magnitude vary 

throughout the Quaternary. Along-arc patterns of volcanic output are consistent between epochs 

(Figure 4.15.A). High 𝜆 values cluster in ≤100 km-scale areas, highlighting long-lived magmatic 

centers (Guffanti and Weaver, 1988; Hildreth, 2007). Although lower 𝜆 values occur in the Early 

Pleistocene at most of these centers, we cannot disentangle true flux variations from vent 
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exposure bias. However, a maximum in 𝜆 at the latitude of Lassen Peak in the Early Pleistocene 

likely indicates decreased eruptive output through time in that region.  

 

Figure 4.15 –  A-B: 0.5° latitudinal bins of maximum 𝝀 and 𝜷 separated by epoch. C: 0.2° longitudinal bins of 𝜷 in 

1.0° latitudinal swaths of the arc. 

Along- and across-arc 𝛽 values hint at changes in volcanic style through time (Figure 

4.15.B-C). Vent patterns are not uniform throughout the arc, although a general tendency seems 

to be northward evolution towards more focusing. Particularly intriguing are two locations where 

volcanism shifts in style across the arc at the same latitude. Mt. Shasta has tended towards 

focused vents while Medicine Lake in the rear-arc has become more distributed through time. 

Exactly the opposite temporal progression is observed ~300 km north at Newberry volcano and 

Three Sisters. Although precise dates are lacking, both on- and off-arc axis volcanism may occur 

simultaneously (Germa et al., 2019). 

We speculate that focusing of rising magma is a self re-enforcing process throughout the 

crust. Radial focusing of vents at Mt. Mazama over ~40 kyr may have been influenced by 



86 

 

thermomechanical feedbacks between volcano loading, pressurized magma storage zones, and 

rising dikes (Karlstrom et al., 2015). Such organizing processes could operate over 10s of km 

length scales (Pinel and Jaupart, 2000; Karlstrom et al., 2009) where such vent clustering is 

observed elsewhere. Tectonic extension, increasing in magnitude south and eastward along the 

arc (Guffanti and Weaver, 1988; Schmidt et al., 2008), should promote distributed volcanism and 

counterbalance focusing. Deeper variations in magma influx to the lower crust (Till et al., 2019) 

may also influence overlying crustal transport. 

6.0 Conclusion 

We demonstrate the efficacy by which edifice volumes can be remotely derived from 

DEMs, as well as arc-scale signatures that relate volcanism to the subsurface. Combining edifice 

volumes with geophysical inference of shallow crustal structure, we generate a suite of linear 

predictors for active magmatic transport pathways under volcanoes along with two metrics that 

elucidate crustal magmatic structures and spatiotemporal variations in magmatism throughout the 

arc. The temporal resolution and broad array of subsurface constraints compiled here thus 

provides a baseline for future efforts to map and model crustal magma transport in the Cascades 

and other volcanic provinces. 
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CHAPTER V 

CONCLUSIONS 

Bridging the fields of Geomorphology and Volcanology to analyze the relationships 

between processes that are often analyzed independently an unexplored corner of geoscience. My 

work has helped answer some of the fundamental questions related to the connections between 

crustal magmatism and topography. In particular, I find that 1) regional-scale crustal magmatism 

generates topography that encodes aspects of the deep magmatic flux; 2) localized uplift 

perturbations (such as those associated with magmatic intrusions) can generate transient 

responses on scales larger than the initial perturbation, and alter the steady-state configuration of 

landscapes; and 3) patterns of edifice sizes and spatial distributions reflect transient magma 

plumbing system development within the subsurface over million-year timescales in the Cascades 

arc. 

Many questions remain to be explored to fully understand the correspondence between 

surface and subsurface processes. Does landscape evolution on the surface impact transient 

crustal magma system growth and configuration? Can edifice morphology be used to disentangle 

the processes associated with constructive and destructive processes? How do climate, tectonics, 

and magmatism interact in volcanic landscape development? Further work is needed to answer 

these questions; however, this dissertation sets a baseline for future theoretical observational 

studies. 
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