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’

The Psychbmetric Study of Risk Perception

Intrbduction

In ind#sfriélizedisééieties,.the question "How safe is safe
enough?” has emegged as. a majbr policy issue of the 1980s. The
frequent discovery of new hazards and the widespread publicity they
receive is causing more and ﬁore'individuals to see &hemselves as
the victims, rather.than as fhe beneficiaries, of technology. These
_fears and the opposition to'teghnqlogy that‘they pfoduce have
'perélexgd industrialisps,and regulétors and led many observers to
argue that the publi@'s appareﬂt pﬁrsuit of a “zero-risk society”
threatens the nation's political and economic stability (Harris,
1980; Wildavsky, 1979).

In order to understanﬁ this probiem, a number of researchers’
have begun to examine the opinions that people express when&they are
asked, .in a variety of ways, to evalua;e hazardous activitiés and
technologies. This.regearchfhas attempted to develop techniques for
assgssing the.complex and sqbtle opinions that people have about
risk. With théée‘techniéuég, reééarchers have sought to discover
what pgople mean:when they say that;something is (or is not)
"risky," and to determine what faétofs underlie those perceptions.
1f successful, this research should aid policy mékers by improving
 communication between them'and the lay public, by‘directing
. educational éfforts, and by predicting public responses to new
hazards, events (e.g., a goqd safety record, an accident), and

management strategies (e.g., warning labels, regulations, substitute
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products). A broad agenda for this research includes the following

questions: -

- (1) What are,the,déterminants ;f."perceived risk?" What are tﬁe
conceﬁts by which ﬁeople éhargcterize risks? How are those coﬁcepts
related to their attitudes and behavior towards differenﬁ
technologies? To what extent are risk perceptiops affected by
emotional factqré? For examplé, are they really sedsitive, as is
often claimed, to perceived controilability of risks and the dread

-they evoke? How adequate are tﬁe methods used to study perceptions

of risk?

(2) How accurate are phblic perceptions? When‘laypeople err, is
it because they are poorly informed or because they were unable to
do better? Are people so poorly informed (and uneducable) thgt they
requireipaternalistic ins;itutions to protect them? Would they be
better off iettingrﬁechnical exﬁerts make most.of.the important '
decisions? Or do they'kﬁow enough to be able to make their own
decisions in the marketblace? When experts and laypeople disagree
about risk, is it always the latter whozare in error?

(3) What steps are needed to foster enlightened behavior with

regard tobtisk? What information do policy makers and the public

need? How should such information be presented? What indices or
criteria are useful fotgphtting'&iverse risks in perspective? How
can the news media and the schodls help to educate people about risk

toe

and its management?

(4) What is the role of judgment in technical assessments of

risk? When égperts are forced to go beyond hard evidence and rely
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on educated intuition, do tﬁey encbunter jﬁdgmental difficulties
similar to those éxperienced by 1ayﬁeoplé? How well do experté
assessrtﬁe limits of their own knowledge? How can ;échnical
judgmehts beAimprovedé |

- (5) How do people perceive the benefits of risky technologies?

Almost all questions asked about risk perceptions have analogs with
benéfit perceptions.

(6) What determines the relativé‘acceptability of hazardous

technologies? How are assessments of their various risks and

benefits combined subjectiVely? What role do considerations such as
voluntariness, catastrophic potential, and equity play? What risk-

benefit considerationé motivate people to political action? Are

0

some kinds of risks unacceptable; no matter what benefits they are

expected to bring?

:

(7) What makes a risk analysis “"acceptable?” Some analyses are

able to gdide_sogiety's fesponses, Qhereas others oniy'fuel debate.
Are these_dif£e£ences dqe to the specific hazards involved, the"
political philosophy underlying . the analytical methods, the way that
the pub'li‘c is‘. involved in’ the decision—r;laking process, the results
6f the analysis, or -the ménﬁet in'whichvthe results are
communicated?i Cén.policy makeré responsibly incorporate sociél

values into risk analysis?

. - . A
(8) How can polarized social conflict involving risk be reduced?
Can an atmosphere of trust and mutual;respect be created among

opposing parties? How can we design an environment in which
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]
effective, multi-way communication, constructive debate, and
compromise can take place?

The Psychometric Paradigm

One broad strategy for Studyihg‘perceived risk is to develop a
taxonomy:for.hazards that can be used to understand and predict.
responses to thgir risks. A taxonomic scheme might explain, for
example, people's-extremepaversion to some ﬁazards; their
indifference to others; and the discfepancies 5etween‘these

reactions and ékpertsY opinions. The most common approach to this

goal has employed the pgychometriq_paradigm (Fiséﬁhoff; Slovic,
Lichtenstein, Réad‘& Combs, 19ﬂé; Slovic, Fischhoff & Lichtenstein,
1982), which uses psychophysical scaliﬁg and multivariate analysis
techniques to proauée'quantitative'representations or "cognitivé
méps“ of risk attitudes and perceptions. Within the psychometric
paradigm, people make quantitative judgments ébout the current and
~desired riskiness of diverse hazards‘and the desired level of
regulation of each. These jﬁdgments:are then related to judgments
about other properties, such asQ, (1) the'hazard's‘status on
Charagterisfics that have been hypothesized to account for risk
percgptions7énd attitudes (e.g., voluntariness, dread, knowledge,
controllabiiity); (ii) the benefits that:each hazard provides to
lsociety; (iii) the number of deaths caused by the hazard in an
avefége year; (iv) the numbéf of deaths cauéed by the ﬁazafd in a
disastrous year; and'(v) the Seriousnesg of each death from a

particular hazard relative to a death due to other causes.
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Thé remainder of this paper briefly reviews somg'of the résﬁlts
obtained from psychometric studies of risk perceptioﬁ, including
somebpreviously pnreported results. In doing so, it examines.a few
of the methodologicgirand‘substantiQe issues surrounding the basic
approach and oﬁtliﬁég some potentially fruitful dire;tions‘for
future research. o

Previous Work

Revealed and Expressed Preferences

The original impetﬁs for the psychometric paradigm came from the
pionééring effort of-S;arr (1969) to deveiop a method for weighing
technological risks against bengfits in order to answef the
fﬁndamentaquuéstion "How safe is safe‘eﬁough?" His revealed
preference approach assumed that,'by triai and error, society has
arrived at an "essentialiy optimumJ_baiance betWeeﬁ‘the risks and
benefits associated with any ac;ivify. One may pherefore use
histopical or current risk aﬁd benefit dafa to reveal patterns of
"acceétable" risk-benefit tradeoffs. Examining such data for
several common industries and actiyitiés; Starr concluded that (a)
acceptability of risk froﬁ an activity‘is roughly propoftional go
the thira powef (cubg) of the beﬁefits for that activity and (b) the
public ﬁill{accépt risks from véluntary activities (e.g.;'skiing)
-that.ére roughly l,QOO‘times greéter than it would tolerate from
iﬁvoluntary hazardé'(e;g,, food preservatives)‘that ﬁrovide the same
level of benefi;.

The merits and deficienbies‘bf Starr's approaéh have been

debated at length (see, e.g., Fischhoff, Lichtenétein, Slovic, Derby
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& Keéney,’léSi). We shall not go into them here, except to note

fhat concern about the validity of thg many assumptions inherent in
the revealed-pfeferences approach stimulated Fischhoff et al. (1978)
to conducﬁ an analogous psychometric analysis of qugstiopnaire data,

resulting in expressed preferences. In recent years, numerous other

studies of expressed preferences have been carried out within the
péyphometric paradigm'(see, for example, Brown & éreen, l980;
Gardner; Tiemann, éould, DeLuca, Doéb'& Stolwijk, l§82; Green, 1980;
Green & Brown, 1980; Johnson & Tversky, in press; Lindell & Earle,
1982; MacGill, 1982; Renn, 1981; Slovic, Fischhoff & Lichtenstein,
1980a, infﬁress—b; Tiem;nn & Tiéménn,‘1983; Vlek'& Stallén, 1981;
von Winterfeldt, John & Borcherding, 19%@0;

Although the results of thesg.studies differ'somewhaé, théy have
shown that perceived risk is quantifiable and predictable.
Psychpmetric,techniques seem well‘sqited for identifying
‘similarities and differences among groups with regard to risk
perceptions and_éttitudes (see Table 1). They havé also shown that
the concept ":isk" means différent things ;o different people.‘ When
experts jud;e.risk; their responseé correlate highly with technical
estimates of annual.fatalities. . Laypeople can assessp;nnuai
fatalities if they are. asked tdA(and broduce estimates somewhat 1like
the technical.estimatgs). However, their judgments of “risk™ are
sensitive to ofﬁer4factors as well (e.g., catastrophic potential,
threat to_futuré generations).and, as a result, tend”té differ from

A

their own (and‘experts') estimates of annual fatalities.
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Insert Table 1 about here

Another consistent_resdlt from psychometric studies of expressed

theferences is that'pebﬁle tend to view current risk levels as
_unacceptably.high for most activities. The gap between perceived
and desired risk levels suggest that people are not satisfied'with

" the way that market and other regulatory mechanisms have balanced

risks and benefits. Across the domainvof hazards, thefe seems to be
little systematic ;élationship.between ferceived existing risks and
benefits. However, studies of exbressed preferences do seem to
support Starr's claim that people are williné to tolerate higher
risks from actiyitie; seen as highly beneficial. But yhereas Starr
concluded thatryoluntarinéss of exposure was thé key mediator of
risk acceptance, expressedapreference studigs have shown that other
characteristiés such.as familiarity, control, catastrophic
potential, equity, and level of knowledge also seem to influence the
relationship betwaénrperceived risk, perceived benefit, and risk .
‘acceptance (see, e.g., Fischhqff et-al., 1978; Slovic et al.,
1980a). |

Various médels have been advanced to represent theArelationships
bet&een-perceptions, behaviQr, and these qualitative characteristics
of hazards. As we sﬁall see, the.picture tﬁa; emerges from this

work is both orderly and complex.

Factor Analytic Representations
Many of the qualitative risk characteristics are highly

correlated with each other, across a wide range of hazards. For

3
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example, hazards rated as "voluntary" tend also to be rated as

“controllable” and "well known;" hazards that appear to threaten

future generations tend also to be seen as having catastrophic
poteﬁtial, and so. on. ‘InveStigation of theée interrelationships by
means of factor analysié has shown that the broader domain of
characteristics can be condensed.to a sﬁall set of higher—praer
cg;racteristics or féctops.

The factor spaces presented in Figures 1 and 2 have been e
replicated ac:oss'groups of laypersons and experfs judging large and
diverse sets of'hazards. The' factors in this space reflect the
dégree to which a risi is understood and the degree to whicﬁ i£
evokes a feeling of dreaa. ‘A third factor, reflectiﬁg the number of
people\§Xposedfto the fisk, has been ob;ained in several studies.
Making the set of haéards more specific (e.g., partitioniné»nuclear
power into radioactive waste transport, uranigm mining, nuclear
reactor acéidents, etc;) has had little effect on‘the factor

structure or its relationship to risk perceptions (Slovic, Fischhoff

& Lichtenstein, in ﬁress—b).

Insert Figures 1 and 2 about here

The étory thatAhas emérged from factor-analytic studies of
~perceived risk has béen so~éonsistent that one is tempfed to believe
id its uﬁiversality..rﬂowéver, there are additional facets to the
story, as>indicétéd,by other recent studies; For exaﬁple, Tiemann
and Tiémgnn (1953) used a facfor—analytic technique that allowed

them to study individual differeéences in risk ‘and benefit
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.orientetiens roward a set of hazerds. Four major themes (or
’cognitive‘maps) emerged from these anelyses, allowing subjects te be
categoriZed as>(15 benefit oriented, (2) risk oriented,e(B)
trade—off orienred, or (4) polarized. The trade—off respondente
'perceived soﬁe activities as both risky and highly beneficiel and
other acrivities es both low in risk and ;ow in Eenefits. The

polarized individuals saw activities having high benefit'as havihg

low risk and vice versa.

Similarity-based representations

Whereas‘factorFaﬁalytic studies provide respondents with a
predetermiﬁed set of risk characteristics to rate, an alternmative
approach asks for r;tings of the everall similarity Betweeﬁ pairs of
' hazards. Multidimensional scaliﬁg techniques are then used to
derive a dimensional representation of the similarity SpaFe.
Multidimensional scaling of similarity judgments for small sets of‘
hazards by Vlek and Stailen‘(ligi) ahd‘Green‘and Brown (1980) has
prodeced two—-dimensional representarioqs similar to'those,obtained
in our factor-analytic studies. However, Vlek and Stallenvfound
substantial individual differences iﬁ.the Qeighting of the’
dimensions. | |

Johnsoﬁ and Tversky (in ﬁress) have compared fector enaiytic and
similarity representations derived from the same ser of 18‘hazérds.
The hazards differed from those inMFigeres 1 and 2 in that they
included natural hazards and eiseases as well as activities and
technologies. They found that ;he‘factor space derived from thié

H

set of hazards resembled the space derived from earlier studies.
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However,‘théy fouﬁd that the space, obtained from thé
_mulﬁidimeﬂsional scaling of similarity judgments differed ffom the
factor analytic spéte. Further analysis showed that judgmenté of
similarity baée& on direct comparisons of hazards were, in most
cases, quite differept from similarity indices obtained by comparing
the haza;ds across the set of characteristics supplied by the
experimenter. Fgr‘example, hoﬁicide was judged to Bé similar to
other acts of violence (war, térrorism) despite having a very
different profile on the various risk chaféctefistics. Although

- similarity judgments are not constrained by characte?istics seleéted
by the researcher, they may be susceptible to influence from
considerations that are not relevant to risk. Thus Hutchinson
(1980) found fﬁét nuclear power,and‘ﬁonfnucLear electric power were
judged quite simiiar,bperhaps because of their common element of
power production. '

In addition to produciﬁg a multidimensional representation of
the similarity data, Johnson and-Tversky constructed’a tree
representation (Figure 3). The_risks are the terminal nodes of the
tree and the 'distance between any pair Qf‘fiské.is given by . the
length of the horizontal ﬁayts'of the shortest path that joins them;
the vertical part i; included only for graphical convenience.

Figuré 3.exhibits a distinct hierarchy of clusters which Johnson and

Tversky callea: hézards,‘aqcidents, violent acts, technological

disasters and diseases.

Insert Figure 3 about here
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. Implications of -Psychometric Research
The social and policy imbliéétions of this research have been a
matter- of lively debate, taking up most of the June, 1982 issue of

the jdurnal, Risk Analysis. Douglas and Wildavsky (1982), argued

that psychometric studies, with fheir cognitive emphasis, ignore the
soéial processes fhat play a major role in determining wﬁich risks
society fears and‘Which it ignores. Otway and‘Thomas (1982) Have
taken a particularl} cynical view, arguing that this research is
beiﬁé used as a tool in a discourse which is noﬁ goﬁcerned Withl
risks pér se, éof with perceptual and cognitivé processes. Rathef,
the hidden agenda‘is the legitiﬁééy"of decision-making institutions
aﬁd the equitaﬁle distribution of ﬁazards and benefits.

Our view (Slovic, Fischhoffv&'Lichfenstein, 1982) is that an
understanding;of how people think about risk has an important rble :
in informiné>éélicy, even if it cannot resolve all questions.
Moreover, fisk péfcéption research can be,uéed'to chalienge
social—politiqal assuﬁﬁtions as well as to reinforce them (e.g.,
Fischhoff, Slo§i¢ & Lichtenstein, 1983). The psychometric studies
describéd ébove provide the beginnings of a psychological
'classifiéation system for hazards that may help explaiﬁ and forecast
reactions to specific teghnologies, such as nuclear power'or genetic
engineefing (e.g., Slovic; Lichtenstein & Fischhoff, in presé) or
pfévide guidelines for managing'the social conflicts surrounding
hazardous technologiés (von Winterfeldt & Edwards, 1983). Fép
example, even the present rudimentary state of knowledge about

mental representétions of hazards has proven'relevant for evaluating
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proposed safety goéls fdr nuclear po&er (Fischhoff, 1983; Slovic,
Fischhoff & Lichtenstein, in press-a).

As for the differgnt representations that‘havé Been &erived from
different methods of anéiysis, it now seems apparent thét ﬁﬁere‘is
no ome way to modél risk perception, no universal cognitive map.
People maintain multiple perspectives on the world gf hazards. What
remains to be determined is how these diverse perspectives influencé
their attitudes and behé;iors.' For example, we havevfound that, for
laypeople, both the 1evel.of perceiQed risk associated with a
particular hazard and attitudes towards regulatiné thése risks can
be predicted quité well from knowledge of:where that‘hazard_falls
within the space derived from factor anélysis (see Figure 4). Most
‘vimportanﬁ is the factor "Dread Risk." The higher é hazard's score
on this factor, the higher its perceived risk, the mqre'people want
to see its current risks rééﬁcéd, and the more they want to see
strict regulation eﬁbloyed_to achiéye the desired réduction in risk.
Expert's percgptions of risk, however, seem much less closeiy
related to the factor space. Instead, expérts appéaf to focus on
expected annual mortality wﬁén judging riskiness and, presumably,
when considering thg_need to reguléte (Hohenemser,lkétes & Slovic,
1983; Slovic, Fischhoff & Lichtenstein, 1979). As a result, some
conflicts over "fisk* may rgsult from expérts and laypeople having

different definitions of the concept.

A

Insert Figure 4 about here
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Johnson and Tvérsky (in ﬁréss) hyﬁbthesize éhat éimilarity—based.
representations may play an imporfant rdlé in predicting people's
respbnses'toAnew risks or to new evidence about risk. For examﬁle,
the Tylenbl poiséning';ppeared to provoke fears concerﬁing over the
counter drugs but not other products (suchra§ foods) that could
eagily be subject to iampering.' They also speculated that the
similﬁrity between nuqlear power and nuclear warfare might fuel much
of the public debate about the acceptability of nuclear power
reactors. | |

Cufreﬁt Research

Our ﬁostvrecgnt work has used psychometric techniqﬁes to
investigate three distinct topics.” The first study considers ho&
the social conéequenéés of an accideﬂt are affected b; the number of
deaths it causes. The second study exaﬁines;the concept of risk and
" the possibility of constructing a comprehensive measure of risk.
The third étudy addreSses én important methodological question,
regarding the degree to which cognitive representations derivéd.;rom
aﬁalyses of group mean data across diverse hazards can be
generalized to individuals' pefceptions.of particular hazards.

Modeling the Societal Impact of Fatal Accidents

A frequently asked question in the application of formal
analysié to safety decisions is: "How should a siﬁgle accident that
takes N lives bé weighted relative to N éccidents, each of which

takes 'a single 1life?" Because safety resources are limited,

assigning disproportionate weight to multiple-fatality accidents
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wouid.éﬁphasize prevention of such accidents at the cost of
increasiﬁg the risﬁfffom smaller écéidents. |

In our approach to this problem (Slovic, Lichtenstein’ &
Fiéchhoff, in press),'we followed Keeney's (1980) distinction
betwéen the personal impacts of a fatal accident and the societal
impaéts. Tﬁe former include the pain; suffering, and economic
hardship of the victims and their friends and relatives, whereas:the
latter. include tﬁe public'distress and the political, soéial, and
econoﬁic turmoil thét may result from an accident. - Our focus was on
the societal impacts.

A number of proposals'ﬁave been put forth regarding the proper
‘'way to model the societal impact of fatal accidents. Most of these
describe the.social cost‘bf losing N lives in a single accident as a
functioﬁ of Na.: A common view is'that a single large accident is
more serious than many small accidents.producing the same nqmber of
fatalities, hence a>l.

The complex qature'of,risﬁ ﬁerception revealed iﬁ the
psychometric studies made us doubt that any simple funcfibn df N
could adequately capture the societal importance of a fatal
accident. Perhaps the most dramatic anecdotal evidence in support
of theée;doubts comes from the societal response to the accident at
the Three Mile Islaﬁd (TMI).chleargreactor in 1979. Although it
caused no immediateldéaths and is expected to produce few if any
l;Lent cancef fatélitiés, this ;ccidént has greatly affected the

structure and the viability of the entire nuclea; power industry

(Evans and Hope, 1982). 1Its enormous societal i@pact would never
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have been predictea by fhe'N?nmdel or any other model based«séiéiy
on the number of fatalities. |

Refleptién on the factor-analytic model in Figure‘l and 2
suggests that, aithough the Namodel may capture some aspect of
Factor i, the dread evoked b& an evept, it doés not éonsider Factor
2, the degree to which the risks are thought to be known or
understood. Aé a result, we hypothesized that one ingredient
‘missing in the N® models is recognition of the role that accidents
élay in providing information about bossiblé future trouble. Thus,
the social impact of an accident. may be large, regardless of its
death goll; if the accident shows the hazard to' be poorly understood

o o

'and, hehce, %iégéigga large increaéé in iﬁs risks. In this view, the
accident at TMI was seen as an informative and ominous signal,
raisingbfeérsbthat this tecﬁnology was not understood well enough to
be adequately under control.- As a result, the accident led to a
strong §oéiopélitical feagtion whose consequences (stricter |
regulation of the nuclear industry, reduced operation of reactors
worldwide, increased costs of reactor constrqction'and operatibn)
dwarfed the more direct cos£s (possible latent cancers, property
damage, repairé, cleanup), éignificant as these were.

_The potentiallimportance of viewing accidents as‘signals goes’
beyond the domain of nuclear powe?. The generality of this concept
is demonstra;éd by a study (réported(gy'SIOVic, Fischhoff &
Lichtenstein,>1980a) in which.we asked 21 women (median age = 37) to

rate thé séfiousness of 10 hypothetical accidents. Several:aspects

of seriousness were rated, including:
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(a) The total aﬁount of sufferiﬁgiand grief cahsed by ‘the loss

of life ;n each mishap; |
'(b) The ﬁumber of people whé need to be made aware of ;he mishap
“via the media; X .

(c) The amount of effort (and.monéy) that should be put.into
investigating the cause-of the mishaﬁ and preventihg its recurrence;
and

(d) The degree to which hearing about the mishap.would cause one
to be worried and upset during the next few days. .

Respondénts also péted the inférmaﬁiveness of these incidents,
defined as the degree‘to which thelmishap told thém‘(and éociety)
sométhing that may not‘HaVe been known about the hazardousness of
the specific activity.

| The aééidénts(were cqnstructed so as to varylwifh respect to
total fatalities and informativeness gsee Table 2). The fivevless—
informative accidents represented incidents that were generated by
reasonably familiar and understood procesées. The more in%érmative
mishaps were designed to signal avcha;ge in riskiness (perhaps
paused by a breakdown‘in the system controlling the hazard) and some
}potentiél for thé proliferation of similar mishaps. For example, a
- bus skiddinngn icé répreSented a low—info;mation mishap because its
OCCurrénce did not signai a change in mbﬁof-vehicle risks (except
for a‘iimiFFd';ime at that site), whefeas an accident caused by a

poorly designed steering system in a new model automobile would be

informative about all such.vehiéles.
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Insert Table 2 about here

In general; tﬁeApersonal impacts of an acciaeﬁt, as measure& by
the amount of sufferiﬁg_and grief attfibu&ed'to it, was found to be
closely related to the number of people killea. All other
(sogietal}jaspects of perceived seriousness were, however, more
closely related to the accident's informatién content. Accidents
signaling a poss?ble breakdown in safety control systems and the
possibiliﬁy of proliferation were judged more worriséﬁe and in need
- of both greater awareness and'greaterApublic effort to prevent
reoccurrence. The number of people killed was. not reléted to these
aspects‘éf seriousness.

To tesf our speculation about the relationéhip between accident
impaét and the risk factors, we conducted a éecond study comparing
ratings 6f~informativenes$ and seriousness with the location of the
hazard within the factor structure shoﬁn in Figure 2;  Our stimuli
were 30 hazards, distributed across the four_qugdr;nts of the factor
space. From the high dread, high unknown quadrant, we.selected
hazardsisuch as ﬁNA-technology, nucleap reactors, orbiting space
satellites, and fadidéctive waste. Highly unknown but not dread
hazards included microwave ovens, contraceptiQes, water |
chlorination; an& antibidtics. Known and dread hazards included
coal mining,. nerve gas, dams, and commercial aviation. Known but

not dread hazards included power mowers, bicycles, automobiles, and

recreational boating.
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The participants in this”stﬁdy were 78 university students who
rated each hazard according to fhe degree to wﬁichran acéident
taking 1 or 2 lives "serves as a warning signal for soéiety,
providing new information about the-prqbability that simiiar or even
ﬁore destructive miéhaps ma& occur within this type of‘activity."
The participants also rated the overall "seriousness"” of an accident
involving each of those hazards (holding fatalities and other
damages constant).

Each haéara is represented, in Figufe 5, by a point whosé size
reflects its mean fating of signal potential. It is apparent that
the judged signal'potehtial of a.hazard is closely related to
location within the space. Signal po;ential correl;ted wi;h the
"dread” factor (f¥.58), the "annoWﬁ" factor (r=.71), and their
linear combination (r=.92). It aléo‘correléted .94 with>mean

ratings of the overall seriousness of an accident.

Insert Figure 5 about here

This analysis has led us to a number'of specific conclusions.
First, the societal impact of fafallaccidents cannot be modeled
solely by é,fupction of N. As a result, models based on such
functions should not be used to guide policy decisions.

Sepond, accident iﬁpacg‘mbdels need to consider signal
potential. Unlike‘Na quels, which reflect attitudes regérding how

deaths are clustered, signal potential involves an informational

variable that should be central to any reasonable planning analysis.
?
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Thifd, the concept of accidents as signals ﬂelps~ekplain
society'élStrong response to some nuclear power mishaps. Because
reactor risks tend to be perceived as poorly understood and
catastrophic, accidents with few direct casualties may be seen as
omens of disastér, thus producing indirect or "ripple" effects
resulting in immense costs to the industry and>to society. One 
impl;cation of signal value is that greég effort and expense might
be warranted to minimize the possibility of small but frightening
reactor accidents.

Finally, when attempting to model theﬁsocietgl impacts of high
signal-&alue accidents, we see no alternative but ﬁo elaborate the‘
various events'ana consequence; that may result from such accidents,
the consequences of those éonsequences; the prébabilities of all
these direct and higher-order effects, and''some measures of their’
costsS. Alphough such Aetailed modeling may appéar unmanageably
complex, even a rdughvattempt to anticipate possible higher-order
consequences of an accident is preferable to the use of simpler
models withiknowﬁ inadequacies. Psychometric studies may.enaple
analysts . to forecast which classes -of éccideﬁts will be the most
poteﬁt signals, hence mést invneed of complex.ﬁodeling.

Defining Risk

Technical experts fend to view risk as synénymous with mortality
‘and mbrbidity. " This is evident not onl§ in their responses to
psychometric surveys (Slovic, Fischhoff & Liéhtenstein, 1979), but
in the ways that they gonduct‘risk analyses (U.S. Nuclear Regulatory

Commission, 1975) and in the presentations they create to “put risks
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in perspective.” These presentations typically involve elaborate
tables and even catalogs of risk" in which some unidimensional

index of death or disability is displayed for a broad spectrum. of

life's hazards. These indices include risks per hour of exposure

(Sowby, 1965), annual probabilities of death (Wilson, 1979) and

reductions‘in life expectancy (Cohen & Lee, 1979; Reissland &
Harries, 1979). Those presenting these data typically assume that
such information will aid decision makers, even though such
comparisons have no logically necessary implications for the
acceptability of risks (Fischhoff et al., 1981).

Psychometric.studies of perceived risk imply that mortality and
morbidit§ statisticstﬁill not, by themsélves, he'satisfactory
indices of risk.. People's perceptiohs and attitudes are determined
by a variety of quantitative and qualitative charaéteristics such as
those underlying Figure 2. Attempts to characterize, compare, and
regulate risks must he‘sensitive to the broader conception of risk
that underlies people's concerns.

We>shall describe next a recent attempt by Fischhoff, Watson,

and Hope (in press) to demomstrate a general approach for

constructing a more adequate definition of risk. Such an index

cannot dictate decisions but can provide necessary input to them,
along with measures of non-risk costs and benefits.. Other uses for

an index of risk would be to educate one 's 1ntuition, set standards,

‘help agencies allocate resources for risk management and help

institutions evaluate and defend their actions (Fischhoff, in press;

Watson, 1983).
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Fischhoff et 'al. emphasized that the definition and measurement

of risk is inhérently'controversial,,bécause of the value issues

raised in specifying the concept andgEHE:ngérf§ﬁ”thgigmgpggiﬁéﬁgtjons

i

. to influence important decisions. ?Furthermore, no one definition is
correct, or suitable, for all brobiems."Choice of a definition is a

politicalAacty_reflecting‘the perceived importance of different
adverse affetta in a particular siéaation, As a result, choosing a
measure for_risk should not ba thefexélusive'province of scientists, -
Qho have no spatial insight into wﬁat society should value. The
. i
approach‘suggested by Fiscﬁhoff etﬁal. is, thereforé, general enough -
, j

¥

The approach was demonstrated Vitﬁin the context of evaluating

to be adjusted to diverse problems :and value éystems;

energy technologies. Its first atéﬁ is.determining what .
consequences should be included in%the measure. The illustrative
index included mortality, concern, and morbidity. Mortality riska
‘weresubdivided into risks to the general public and risks to
workers. Concera‘was similarly'partitioned into two dimensioﬁs
based»upon psychometric studies:  unknown risk and dread risk. The
former expresses aversion ‘to uncertainty. The latter captures a
risk's ability to'eroke aiVisceral response.

The next stap is to aggregate these components into an overall
measure of risk: Here Fischhoff et ai. relied on multrattribute
utility tﬁeory (Keeneyl& Raifta, 1976), which provides a framework ‘
~ for deterhining the relative weights (tradeafts) among the various

components and integrating them into a single numerical index.

Given the validity of certain assumptions, it becomes posgible to
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express the risk index R in terms of the equation
R = I WiXi

i

.where x4 is thé measure on component i and wi is the weight for.fhat'
component. N
Fischhoff et‘al. presented a detailed application of khis
teghnique in ﬁhé contéxt of evaluating energy technologies. The
application deménsfrated how sensitive the overall index of risk is
to the component attributes included in the definition of risk and
to the weightsvassigned jﬁdgmentélIy to these attributes}'fAs a
result, the relative fiskiness of’these technologies depends upon
- what is meant by "risk.” Thé analysis was not intended to produce a
"correct” definition;fwhich is a practical and pqlitical matter.
Rather, it pointed to the issues tﬁat-mpst be addressed if a
politicaily accebfable and logically sound measure is to be created.
In addition, it offered a highly flexible methodology with which to
address these issues. Because the process of defining a;d measuging
risks redgires a variety of ekplicit vaiue judgmeﬁfs, the present
analysis highligﬁté the ﬂeed for effectivé public'debate about what

sorts of consequences are legitimate components of "risk.”

Modeling the Perception of Individuals

Psycﬁometrié studies grew out of an interest in understanding
why the-risks from soﬁé hazardous activities apbeared to be treated
differently from the risks of other activities.. In most of these
studies, after many subjects have evaluated many téchnologies, the

mean rating for each.technology and each risk aspect, cafculated
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across Subjécts, becomes the-unit of analisis. Thus infdfmatiop
about how:in&iQiduals éiffer is lost, in réturn for a more stablé
look at d;fferences between technologies. ‘

From these étudiéé a theory of risk‘perception'has‘emerged: lay
people;s risk judgments are based not just on their'beliefé about
fataliiies, but also on their beliefs about several riék
characferistics spch as the technologies' catastrophic potenfial,
dré#dedness, énd éeverity of coqsequenﬁes shouid an accident occur.
Further; people's desire‘for'réduction of;risk seems closely related
to their perception of how much risk now exists.

If tﬁis theo;y is valid fAr a group, it shouid also be valid for
many of the individﬁals in the group. Further,'it may be that a
number of peoble aii share the same theory yet difféf in their
judgments of the risk characteristics of. a particular hazard. For
example, some peoplé may nof considér péstiéides risky because théy
believe tgat pesticides do not present any éatastrophic potential,

whereas ofhers who perceive such potential in pesticides will judge
‘them as highly risky. |

This possibility suggests that the unit of analysis be single
individuals' ratings of risk aspects. As Gardner et al. (1982) have
pointed out; there is no logical necessity that the relationships
found across hazards will»also<be found within a single hazard
across individuals. However, if suchfsimilarities were to be found,

3

the theory would'be strengthened and expanded. Additionally, we
.l
would have a better understanding of the so-frequently observed

disagreements among members of our society about the risk of hazards




A et et = T bt it = I T

page‘24

such és nucled; power. Finaily, adopting the individual as the unit
qf analysis would enable researchers to study the effect of
indi?idual differeﬁces such as level of education or attitudes about
the effeétivepess of governmental intervention on risk perceptiomn.

Countering these advantageé are diffiéthies encounfered in
using the inéiv;dual—differences approach.- First, occasipnal
mistakes or careiessness in ratings can produce an error component
large qu#gh to 6bscure genﬁine relationships‘aﬁong the ratings.
Thié source of error is 1¢ssened when the ratingé'are'average&
across inqividuéis. A éecbnd source of erfbf comes from individual
q1fferences in the way people use response‘scaleé. For examﬁle; one
~person may feel very strongly about some thfngs yet is reluctant to
use extreme numbers, wﬁilé another person whose beliefs ére more
neutrél may make finér discriﬁinétions_and'thus tend to use extreme
réSpénses; Finally,.vafiation,in beliefs across individuals is a
ne;essary'(although not suffiéient) conditio# for detecting
correlations; If all respondents,‘fof example, believe that nuclear
power is a dreaded:technology and»thus gi?e it a high raging on the -
scale of dreédedness, thisisdale cannot show a‘correlatidn with
" perceived risk when the corrglation is_cdmputed across individuals.
If the testéd group“is homogenegﬁs, individual aﬁalysis will fail
even if the theoryxis true.

In designing a study to exploré individual differehces in
perceptioﬁs of the risk of nuclear power, Gardner et al. (1982)

recognized the need for a maximal variation in opinions. Their

subjects.included Sierra Club members, students, carwash attendants,
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Rotary Club meﬁpers,‘énd.nuclear poﬁer engineers. ’Using many of the
same scales as-ﬁad been used in cross—hazard research, they found,
in correlapions acroés 367 respondents, many of the '
ééme relationships between perceived risk, dgsired ;isk, énd risk
charécteristics as were>fdﬁnd in the cross-hazard st;dies”by
Fischhoff et al. (1978) ;;d Slovic et al. (1979; l980a). Gardner et
,1a1. concluded that the similarity of resulté was,qotewortby, giVen’
‘fhe differenées in the procedures that producéd them. |

.Pursuing this question? we have reexamined some of our original

data, looking at_c0rrelétions between perceived risk,‘desired risk

reduction,. and risk characteristics across individuals within

4. i

hazards. The subjects were the 95 1aypeop1e whose'fesponses were
preyiously used in grouped, cross-hazara analyses reported by Slovic
et'alf (in press-b). The subjects came from three groups: membersr
of the League of Women Vqters aﬁd their spouses, members of the
Active Club (a busiﬁess and professional group),‘gnd coilege
studénts. For the present analyses the three“sﬁbgroups were
combinéd..

~ For each of the 30 hazards listed in Table 1; individua1 
judgmenﬁs of the riskingss of the hazard were correlated, aéro§s the
sdbjects;‘with ratihgs, for that hazard, of nine risk chéractef—
istics (e.g., voluntariness, immediécy of effects) and with a
measure of desire for reduction in the risk of that hazard. Thus
for each hazard the individuai'risk ratings were correlated with 10

other variables, as listed in Table 3.
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Insert Table 3 about here

In order'po reduce the possible effects of response bias, all 11
variables were standardized before the correlations.were computed.
The original rié? meésurevwaé a ratio—scale judgment iq which tﬁe
subjects assigned a séore.of 10 to whichever hazard the subject
believed was least risky; other hazards were judged relative to that
least-risky hazard. ' For: the present analysis, the risk jngmenFs

were ranked, within each individual across the 30 hazards, and these

rank scores were used in the correlations. The original risk

characteristic measures were seven-point rating scales. For each of
these 9 scales, each individual's ratings were transformed by a

linear function that produced a new scale with mean of 0 and

standard deviation of 1 across the 30 hazards. These standard

scores were used for the correlations. The original measure of
desire for risk reduction was a ratio judgment. A judgment- greater

than 1.0 indicated that "serious action, such as 1egislatioh to

restrict its practise, Shéuld be taken [to reduce the risk]"; a
judgment less than 1.0 meant ‘that “the rié£ of death could be higher
than it is now beforé'society would have to take serious aétién"
(Fischhoff et al;,'1978, ps 132). These adjustment factors were
ranked écross hazards for each individual for thg present analysis.
Results 6thhe within—hazéfd analyses are“shown in Table 3. For
comparisoﬁ, the fi?st column presents the cross-hazard correlations

based on the same data. For these cross-hazard correlations, the

variables were not standardized. For perceived risk and desire for
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risk reduction, geometric means were taken'across the 95 subjects;
for the 9 fisk characteristics, mean ratings were used. |

In tpe cross—hazard analyses, perceived risk correlated most:
highly with dreed and severity of consequences andwsecdndarily with
catastrophic potentiai;‘all_key components of the_dread_factor that
emerged from the factor analyses of these dataf Aiso, perceived- |
riek correlated highly (.81) with desired‘risk reduction.

The second column of Table 3 presents a summary of the

individual—difference~analyses: The mean of the 30 correlations for

.each variable. For the first 6 variables, these means accurately

summarize the lack of correlation found across all 30 hazards. Only
one of these'correlations exeeeded .30: for Pesticides, perceived
risk correlated -.32 with voluntariness, indicating that, to a
slight degree:fthose who viewed exposufe to pesticides as more
involuntary also viewed them as more risky. |

The mean correlation of .11 for catastrophic potential reflects,

in part, the many hazards with little possibility of catastrophe;

e
.

individual differences.thus did- not appeer in the catastropﬁé:;
ratings of these hazards. Four hazards showed correlations in the
.30's: Nucleaf ?ower, Noﬁ—nuclear Electric Power, Antibiotics, and
Spray Cans.

vThe dread yariable was correlated .20 or greater with perceived
risk for 13 of the 30 haeards; the severity of consequences varieble

showed such correlations for 22 hazards. As suggested by the mean

of .43, the measure of desire for risk reduction was consistently

- related to perceived risk; for only two hazards was the correlation
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less than .20.  ThUS for most hazards, those people who believed a
héza;é was more risky also believed that there was a gréatér need‘
for';isk reduction. !

The last twd,columnS'show the individual-difference corréla;ions
for Nucleér Power and Bicycles. The former is‘typical of the
- hazards for which individual differences were found. The latter
illustrates the lack of correlation in hazards having only émall
individual differences.

In sum, the present analysis providés modest suppoft'for the
application'of risk pérceétion ﬁheory to individual differences. As
-expected, the corfeldtions were low. Because of the problems
associatéd wifh Qithin—hazard correlational éﬁudies, it might be
more fruitful to use a quite different design to stgdy the
‘gttribptes of ‘risk perception in individuals. Thi; possibility is
explored in the next section. V

Issues for future Research
- Although much progress Has been made toward understanding the
nature and implicatioﬂs of risk perception, we still lack definitive
answers to the lengtﬁ& list of questions pfeéented in the
intro&uction.to>thié paper. One obvious need is to conduct
psychometric surveys of the general pqpulafion and special
populations>of'iﬁterest (such as gazard victims, techniéal experts,.

neighbors of hazardous facilities, legislators, journalists, and

activisté.‘ Cross-national surveys would also. be of interest. Some

of this broader sampling is currently underway, as indicated by the .

accompanying chapters in this section. Among the many research
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directions.worth pursuing, we shall concentrate here on three:
designing new approachee to modeling cognitive representations of
risk, extending the factor—analytic approach, and moving toward

educating people, rather than just studying them.

New Methods for Modeling Risk Pérceptions

| The brevious section discussed the possibilities and limitations
of modeling the_perceptions of individuals with correlational
methode. vOther techniques may be applied to this problem. .One that
nas proven useful elsewhere is the anaiysisncf—variance approach to
captuting judgmental nclicies (Anderson, 1981; Slovic'&
'Lichtenstein, 1971). This approach starts by identifying a set of
Critical characteristics or dimensions. Next, a aet of stimulus
items (haeards in this case) are:constructen in terms of their
status on these various dimensions or characteristics. Thus item
(hazard) X, might be defined in terms of its catastronhic potential
(yl), the ienel of scientific uncertainty fegarding its risks(yz),
the dtead it evokes (y3),‘some aspects of its benefits (y4, YS{
cee yi) and other dimensions selected by the researcher
(Yi+l...yn). The items are constructed so that across the set, any
pair of dimensions (Yj,yk) are'uncorrelated. Factorial combinations
of the stimulus dinensibns are used to accomplish this. Each
individual judgeS'every hazard in the set on some criterion variable
- such asffzgklness oracceptabllity of risk, after which analysis of
variance methods are_used to model the relative importance of each

stimulus dimension in producing the overall judgments.
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»

This‘generaL approach has been used to model a wide variety of

judgments (Slovic & Lichtenstein, 1971 Hammond Stewart, Brehmer &

‘Steinmann,:l975; Anderson, 1981). The advantage here is that the
same basic design can be used to modellthe importance of hazard
characteristics in determining judgments both. across hazards and
within hazards..dlnﬁfact, the identical set of.stimuli (hazard
profiies) could be used in both:studies. For example, to study
individual perceptions of a single hazard, theinarious profiles
could be said‘to represent the assessments of different individuals
each viewing the.same hazard. The subject would be asked to predict
how‘each of these indiyiduals would judge the criterion (say risk)
from knowiedge of the way that.individual perceived the hazard
profile. In the crqss-hazard design, these same stimuli would be
said to represent different hazards. The.subject would be asked to
judge their riskiness (or rate how othershwould judge their |
riskiness). Thus models describing the importance of various hazard
characteristics could be derived on the basis of Judgmentshabout the
same stimuli under two different cover stories. Comparison of the
resulting medels would indicate whether or not the cross—hazard
‘5udgments-and'the within-hazard judgments appeared to be generated
in the same way. Of course, there are many variations possible with
this basic design.f For example, oné might name the hazards and vary
those names, hoiding the hazard characteristics constant, to see
whether the modelipeople use to weight and combine the

characteristics varies as a fnnction of the type of hazard being

evaluated.
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Oee 1iﬁitatien ef‘the analysis-of—-variance approach is ;hat it
sometimes creates combinations of characteristics that may not exist
in realify and, heunce, may be hard to judge. A‘second limitation is
that it asks people to.judge a rather abstract profile. A feature
that the analysie of variance approech sﬁares with the factor-
analytic approachvis that the fesearcher forces the respondent to
consider a set of @ell—defined characteristies when judging each
hazard. Thig feature is a strength if the set spans the universe of
important charactefistics, a weakness if it does not. Similarity-
based techniques do not specify the characteristics for the

respondents, and should be used to supplement the more structured

methods. Another supplementary technique is the rgpertory grid,

used to study hazards by Green and Brown (1980). Respondénts were
shown three hazards and wete asked to indicate a characteristic that
two of the hazards sha;ed with each other but not with the third.

An extensive set of characterieics was generated by this method,
including ;any not stuaied previously. The‘repertory grid could be
used as a starfing point fof faetor—enalytic'or anelysis of variance
studies.

: The reeerpory grid is one of a larger class oi firee—response“
techniqﬁés,,Which allow respondents to generate their own respdnse
alternatives. Earle and Lindeil (in press) have usee such open-
eﬁded survey qeeetione'to study publie perceptions‘of haéerdous
industrial‘facilities.‘ Altﬁeugh'many of their results replicate
tHoSe‘from siudies qsing structured response alternatives, they

obtainedvsome important new findings as well. One was that their
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" respondents exhibitéd no-spon;anéoqs concern for future generatioms,
in coﬁtras£ to the concéfn shown in factor anal§tic studies that
exblicitly.forced consideration qf this variable. 6ther
possibilities lie in ‘the family of "précess—tracing" techniques,
whichlattempt to make explicit the detailed operétions'people employ
when making a jﬁdgﬁent ér_decision (Raaij, 1983; Svenson, 1979).
These methods require peopleito “think aloud” or search for
information as they)ﬁake their judgments. In this way, the
characteristics that’péople deem important can be “observed” without
having first beén pfimed by the researcher.

There is, obvious}y, no method for modeling cognitive processes
that does rnot have some disadvantage. The choice depends upon the
particulars of the sciéntific of policy problem being addressed. In

many cases, several techniques will have. to be used in concert in

order to get a comprehensive picture of risk perceptions.

Elabor;ting'Factor—Analytic Répresentations

Witﬁin ;he factor;analytic paradigm, one important topic is to
1§ok further at the'generality of the recurrent two-factor structure
shown in Figures 1 and 2. To date, this structure has been found
with heterogepeous sets of hazards, Selgcfed‘in a variety of ways.
An open'duestion, of bo;h theoretical a;d practicai significance, is
whethef‘thé structure would élso pertéin #o a set of hazards all
falling within‘theisame category. Fof example, one point in both
figurés represents the item “"railroads.” But all railroad accidents

T

are not the same. They differ with regard to:
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* Type of aécidenp
collisions
der#ilments
fireé‘or,ekplosions
. Céuse of accident
unknown
ﬁecﬁanical fai}ure
operator erfor
environmental problem (e.g., mudslide) -
‘.Nafufe of conéequences
_déaths
injuries
property damage
" environmental démage
If a diverse set Qf railroadlmishaﬁs were judged on the various
risk charaéteristics, woﬁld the same two—~ or three-factor space
‘emerge as was obtained across the broader domain Qf hagards? With
whatever space emerged, cou;d the social cost orléeriou$ness of an
.accident‘be pfedictable ;p the basis of where it falis within the
factor space (as in.Fiéure 5)? Such a poss&bility would be
extrémely useful for setting safety standards or addressing such
speéific design questions as: What sort of safety systems; at what
cost, should a company install on a.r;il line goihg through a long
'“quﬁii}nﬁ punnel?‘ How wohld differgnt types of rail accidents,
.pausing about gqual démagé ﬁo‘peoplé and the environment, be

perceived? How costly would they be to the railroad company? The

bty .
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same general sorts of questions could be raised about other classes
of hazards such as genetic engineering or space flight.

Educating risk perceptions

Research to date has taken risk peréeption as a given fact of
life that poliéy ﬁakeré.musf aﬁticipate, sa;isfy; and cope with.
The.results'bf this reséarch;‘hOWever, suggest a number of
. possibilities for aiding people's intuitive perceptions. These
possibilities should be pursued in the interests of increasing the
applied potential of ;his work.

If the two-factor solution is interpreted as an indication of
how people'naturally think ébout hazards, then it provides a
framework for presenting them with tﬁe informaﬁion they need to
participate in risk-management deciéioﬁs. Thus, they should feel é
need for good infqrmation about how well a hazard is known to
science and the éxtent of its'catastrophié potential. If people
examine accident reﬁorts for their signal value, tﬁen methods are
needed to assess informativeness and communicatiqns techniques afe
needed to express$ it meaningfullyf

The multi?ariate_chafacter of risk ﬁhat has'emeréed in
psychometric studies Suggesté that there are many fhings to be
considéred when thinking éboug "risk"rand many incqﬁménsurable
factors to bea; in.miqd;when'aSSQSSing the relati?e riskiness of
different hazards. Ihe need fdr.somé ;onvenient shmmary measure of
risk seems apparent.. The attempt to develop a general purpose index
of risk was intended to éddress that need. Although reliance on

multiattribute utility theory ensured the conceptual soundness of
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that effoft, empirical researcﬁ is needed to establish its
practicality. Can pebple provide thé‘explicit judéments needed to
cre;te sﬁch én index? If an index is created, can people.absorb the
infprmation that it summafizes in a way that will be meaningful?
Even if they endéfse the index in prinq;ble, will theynbé willing to
accept decisions based upon it? Would they feel more comfortable
being shown, in matrix. form, the information thatlit summarizes,
leaving theﬁ to perfofm the integratién in fheir heads?"
An‘important theme in the psychometric literature has been
establishing ﬁhy 1ay and expert perceptions of risk differ. As
described earlier, one cause of these differen;es is in the
definitions of risk that lay people an& éxperts use. Oncé.these
sources of diségreement have been~c1arified,‘one can examine the
accuracy of lay perceptibns regarding thp#e aépects of risk that are
of importance to them. In some cases,' lay people's‘diéagreements
with experts één be defended (e.g., on grounds of. their ﬁaving
access to infbrmation that the experts lac#, or their being mérg
sensitive’to the inconclusivehess in current scientific knowledge
than those who produce it). When 1a§ people's views cannot be
. defended, it becomeé impbrtanf to provide them with the information
needed to make decisions in theiﬁ own best interests (Fischhoff, in
press; Slovic,fFischhoff & Lichtenstéin, 1980b). The foundation of
knOwledge laid bylpsychome;ric studies could serve -as the
-springboard for research showing how best tb commuﬁicate risk

information and improve people's perceptions.




Conclusions

Indiyidual énd éoéietal'response to hazards is

,multidekermined. Poiifical, socia1,§§§§ﬁ§§i§g psy
peéhhical factors interact in complex and és yet in
understood ways to produce fhis résponse. Neverthe
aimed at understanding how ﬁeople‘ghink about risk

important réie in{ggiﬁiégpolicy deciéions. Psychom
seem capable of'highlighting the concerns of people
fdrécasting reactions to hazards and Ehe}r manageme
knowledge provided by_these techniques may -prove es
helping people cope with tﬁe risks the? face in the
and ensuriﬁg the succesé qf risk‘managemént policie

level.
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(The ordering is based on the geometric mean risk ratings wiﬁhin each group.

Table 1

Ordering of Perceived Risk for 30 Activities and Technologies

Rank 1 represents the most risky activity or technology.)

League of College .Active Club

Women Voters Students Members experts

Nuclear power 1 1 8 20
Motor vehicles 2 5 3 1
Handguns 3 2 1 4
Smoking 4 3 4 2
Motorcycles 5 6 2 6
Alcoholic beverages 6 7 5 3
General (private) aviation 7 15 11 12
Police work ' 8 8 7 17
Pesticides 9 4 15 8
Surgery 10 : 11 9 5
Fire fighting 11 10 6 18
Large construction 12 14 13 13
Hunting 13 18 10 23
Spray cans g 14 13 23 - 26
Mountain climbing 15 22 12 29
Bicycles S 16 24 14 15
Commercial aviation 17 16 18 16
Electric power (non-nuclear) 18 19 19 9
Swimming 19 30 17 10
Contraceptives 20 9 22 11
Skiing 21 25 16 30
X rays 22 17 24 7
High school & college football 23 26 21 27
Railroads 24 23 20 19
Food preservatives . 25 - 12 28 14
Food coloring 26 ' 20 30 21
Power mowers 27 28 25 28
Prescription antibiotics 28 21 ' 26 24
Home appliances 29 27 27 22
Vaccinations 30 29 - 29 25
Source: Slovic, Fischhoff, and Lichtenstein, 1981.




Table 2

Accident Scenarios Designed to Vary in Informativeness

Low Information Value : High Information Value
Bus skids on ice and runs Nuclear reactor accident: Partial core
off road (27 killed) meltdown releases radiation inside plant

but not outside (1l killed)

Dam collapse (40 killed)
' Botulism in well-known brand
Hundred year flood (2,700 killed) "~ of food (2 killed)

Meteorite hits stadium New model auto steering fails (3 killed)
(4,000 killed)
Recombinant DNA workers contract
‘Two jumbo jets collide on : mysterious illness (10 killed)
runway (600 killed) , , o
Jet engine falls off on take off(300 killed)

Source: Slovic, Fischhoff & Lichtenstein, 1980b.




Table 3

Correlates of Perceived Risk

Correlations within hazards

Correlations
Variable across 30 hazards Mean Nuclear Power Bicycles
Voluntariness ~.05 -.08 -.20 -.15
Immediacy A .09 : .04 ~-.01 .08
Known to exposed 24 _ .00 -.24 : -.08
Known to science .24 _ .01 .02 | -.13
Controllability -.07 -.09 | -.14 .10
Familiarity .05 -.09 -.01 .04
Catastfophic Potential ..30 : .11 .32 .08
Dread . , .68 .19 <24 .07
Severity .71 .26 .37 .16
(consequences fatal) o
Desire for .81 .43 .58 .48v

Risk Reduction




Figure‘Captions R

1. Location of 30‘hazards within the two-factor space dbtained»
hfrom League‘of.WGmen Voters, student, Active Club, and expert
grdups. ConnectedAiines join or enélose the loci of four group
points for each hazard. AOpen circies represent dataif?om the expert
group. Unattaéhed.points represenﬁ groups th;t fall within ghe
triangle created by the other three groups. Source: Slovic,
Fischhoff & Lichtenstein, 1981.

2. Hazafd focations on Factors 1 aﬁd 2 derived from the
inxerrelatiqnéhips among 18vrisk characteristics. Each factor is
made up of a_combination of characteristics, as indicated by the
lower diagram. Source: Slovic, Fischhoff_&.Lichtenstein, in préssﬁb.

3. Tree representation of causes of death. Source: Johnson &
Tversky,xin'bress. 7

4. Attitudes towards regulatién of the hazards iﬁ Figure 2.
The larger the point, the greaterAthe desire for strict regulation
to reduce risk; ) A 7

| 5. Rélaﬁion betwgen signal pptential and risk characterization
for 30 hazards in Figur,e 2. The larger the point, the g‘reater the
degree to which an %écident involviﬁg~that hazérd was judged to
"serve as a_warning‘sigﬁal for sociéty, providing new information
about the probaﬁility that similar or even more ééstructive misﬁaps

might occur within this typezgf activity.” Source: Slovic,

Lichtenstein & Fiséhhoff, in press..




FACTOR T: UNKNOWN RISK

FOOD PRESERVATIVES

_ PESTICIDES
SPRAY CANS
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NUCLEAR POWER

X RAYS
ANTIBIOTICS .
CONTRACEPTIVES
HOME . NON-NUCLEAR

APPLIANCES
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SURGERY
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~ MOWERS FOOTBALL FACTOR 2: DREAD RISK
HANDGUNS
SKIING
‘\ - COMMERCIAL AVIATION
e)
GENERAL

AVIATION

b FIRE FIGHTING
MOUNTAIN CLIMBING

Figure 1. Location of 30 hazards within the two-factor space obtained from
League of Women Voters, student, Active Club and expert groups. Connected
lines . join or enclose the loci of four group points for each hazard. Open
circles represent data from the expert group. Unattached points represent
groups that fall within the triangle created by the other three groups.
Source: Slovic, Fischhoff & Lichtenstein, 1981.




Coal Tar Hairdyes@

@ Caffeine

@ Aspirin

Laetrile @

Microwave ovens @

water Fluoridation g

Saccharing@ Nitritesg

: Hexachlorophene
Water Chlorination .. Polyvinypl Chloride@

FACTOR 2

' SST
@ Electricity Radiation o
T ® DES
@ Nitrogen fertilizers

L)

- Oral Contraceptivesg@ @ Diagnostic X Rays | Wir @ Cadmium Usage
f ex @ Trichloroethylene @ 2,4,5-T
valium@ 1 :
Darvong@ ® o .
Antibiotics@ | @ Pesticides
Rubber Mfg@ 4 @ Asbestos Insulation @PC8’s

Auto Lead @
@ Lead Paint

[ Vaccilnes

-

e

@ Mercury @ 00T
T @Fossil Fuels
+ ) @ Coal Burning {Pollution)

TURES W SV N | ] L - {

<+ @ DNA Technology

@ Radioactive Waste

@ Nuclear Reactor Accidents

@ Uranium Mining

@ Nuclear Weapons Fallout

@ Satellite Crashes

FACTOR'1

I
1

llllll.lll j I S 1
L |

Power Mowers @

Il 4 i i ] ] 1 i } 1 1
v T T v T 1] T ¥ Ll L) T T 1
Skateboards @

Smoking (Disease)@

Snowmobiles @

T ;
Trampolines @ @ Tractors

Alcohol @
Chainsaws @

@ Elevators

Home Swimming Pools @ @ Electric Wir & Appl (Fire}s)__

Downhill Skiing@
Rec Boating@

Electric Wir & Appl (Shock)@

@ Smoking (Fires)

+—4 1 T L | B T T L |
1 @ Auto Exhaust {CO)
@ D-CON

-

- @ Coal Mining (Disease)

-

T @ Large Dams

@ Skyscraper Fires

-+

@ Underwater Const
@ Sport Parachutes
T @ General Aviation

@ High Construction

@ LNG Storage & Transport

1 T T L) ] T Ll T ' : L] T

@ Nerve Gas Accidents

Nuclear Weapons (War)@

@ Coal Mining Accidents

i “Mot
Bicycles@ . ° orcycles@ T @ Railroad Collisions
ridges @ @tAlcohol Accidents g comn Aviation
Fireworks @ L
+ @ Auto Racing
Auto Accidents
@ Handguns
@ Oynamite
Factor 2
NOT OBSERVABLE
UNKNOWN TO THOSE EXPOSED
EFFECT DELAYED
NEW RISK :
CONTROLLABLE \ RISKS UNKNOWN TO SCIENCE {” UNCONTROLLABLE
NOT DREAD . DREAD :
NOT GLOBAL CATASTROPHIC \ i GLOBAL CATASTROPHIC
CONSEQUENCES NOT FATAL v CONSEQUENCES FATAL
EQUITABLE NOT EQUITABLE
INDIVIDUAL CATASTROPHIC Factor 1
LON RISK TO FUTURE HIGH RISK TO FUTURE
GENERATIONS GENERATIONS
EASILY REDUCED — A ~ NOT EASILY REDUCED
RISK DECREASING RISK INCREASING
0BSERVABLE
VOLUNTARY YNOHN TO THOSE EXPOSED INVOLUNTARY
DOESN'T AFFECT ME y EFFECT IMMEDIATE \ AFFECTS ME
OLD RISK
RISKS KNOWN TO SCIENCE
Figure 2. Hazard locations on Factors 1 and 2 derived from the

interrelationships among 18 risk characteristics.
of characteristics, as indicated by the lower
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Slovic, Fischhoff & Lichtenstein, in press<b.
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Electrocution

Lightni
Hoazards 'ghtning
Fire
Tornado
: . ' Flood
Accigents = Accidental Falls
Traffic Accidents
Airplane Accidents
Violent Acts — | Homicide
Terrorism
War
Technological Disasters _' : Nuclear Accident
Toxic Chemical Spill
| Cancer. Leukemia |
Diseases - _ Lung Cancer
‘ Stomach Cancer
Coronary : Heart Disease

Stroke

Figure 3. Tree representation of causes of death.
Source: Johnson & Tversky, in press.
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Figure 4. Attitudes towards regulation of the hazards
in Figure 2. The larger the point, the greater the
desire for strict regulation to reduce risk.
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Figure 5. Relation between signal potential and risk
characterization for 30 hazards in Figure 2. The larger the
point, the greater the degree to which an accident involving
that hazard was judged to '"serve as a warning signal for
society, providing new information about the probability that
similar or even more destructive mishaps might occur within
this type of activity." Source: Slovic, Lichtenstein &
Fischhoff, in press.
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