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Decision Making in Hazard and Resource Management*
by

Howard Kunreuther and Paul Slovic

Problems of decision making have been a focal ﬁoiﬁt of ;esearch in
the social and.behavioral sciences over the pést twenty-five years. These‘
topics were introducéd to geographers by Gilbert White, whose work subse-
quéntly sensitized ecdnomists, psychologists and sociologists to problems

in hazard and resource management that were amenable to formal and behav-

ioral analysis.

White has emphasized the importance of undersfanding how individuals
and groups make decisions about.aiternétive pfograms for coping with hazards.
Speéifically, he "has éought to demonstrate how empirical study of decision
processes can aid the development and selection of public policy alterna-

tives. His concern with linkiné;descriptive models of choice to prescrip-

tions for policy is summarized in the preface of his book, Strategies of

American Water Management:

The theme of this volume is that by examining how people make
their choices iﬁ'managing water from place to place and time to time

we can deepen our understanding of the process of water management
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earlier draft of this paper by Mike Eleey, Ed Haefele, John Jackson, Paul
Kleindorfer, Allen Kneese, Harold Marshall, Jerry Mllllman, Clifford Russell,
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and Robert Kates for their guldance during the preparation of ‘this chapter.
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Bundes Ministerium fiir Forschung und Technologle, FRG Contract No.
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expressed in this publication are those of the authors and do not necessarily
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and thereby aid in finding mbre suitable ends and méans of ﬁanipu—
lating the natural water system. (p.‘viii);
The'presegt paﬁér highlights‘this theme by selectively surveying

research on decision making and describing the implications of these

’ t

results for hazard and resource policy. We will indicate what has been ,
learned from this researgh, its influence on public ﬁolicy, and the pro-
mising directions for futuré'study. Figure 1 provides a schematic model
which will guide our approach t§ decision making. Decision makers collect
and précess inﬁormatibn bgsed on their percgptions of the enviroﬁment
and‘the availablé options. Their final choice reflects nﬁmerous con-
straints imposed by\their limited ability‘to ;ollect and process'informa-
tion. As we shall seeubelow, White's empirigal analyses have deepen;d

our understanding of the limitations of individual and societal decision
making. His work reflects a concern with the question: "What should we
do differently nowithat we have learned more abdut human behavior?" Under-
lying this concern is a‘philoéophy that policies and programs should

be based on'the realities of the environment and human behavior rather

than on unproven theoretical models. We share this perspective.

Insert Figure 1 about here

' White'has been concerned with decisions made by both individual
managers and the publiéa We will survey the research in these two broad‘
areaé, concentrating on problems of hazard and fesource management. The
concluding section of the paper provides guidelines for future policy~

related research.

I. Individual Decision Making

What protéctive actions do individuals undertake to deal with

hazards which they face? What actions should they undertake? Some hazards,
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sgbh as floods, occur rarely but may produce severe démage when they do
occur. Other hazards, such as hail, may occur more freqﬁently but result
in relatively little damage. Recognizing that each specific hazard requires
a special set of'protecfive adjustments, White made an impoftant contribu;
tion to the literature of resource management by developing a framework
for structuring the analysis of a&justment decisions. In particular, §
he dispinguished bétﬁeen the theoretical and practical ranges of choice:

The theoretical range of choice open to any resource manager is

'setAby the physical environment..at a .given stage of technology.

~

The practical_range of choice-is set by the culfure and institu-

tions which permit, prohibit, or discourage a given choice (White,

1961, p. 29).

Consider thé options open to homeowners residing in the flood plain..
Individuals would have an opportunity to reduce the mégnituae of flood
losses by elevating their structures or adopting»floodjproofiﬁg measures.
They could deal with the financial consequences of disasters by purchasing
insurance, relying on federal aid or bearing the loss entirely themselves.
The practical range of choice open to any homeowner may bebsmaller than
the above set either because of a blocked option or because of 1imited
knowledge by the resident. For example, prior to 1953, the Federal govern-
ment did not haﬁe a systematic program of disaster relief. Flood insurance
- was not available to homeowners until‘after.1968 when the Nationél'Flood
Insuranée‘Program was iﬁitiated.‘ Techniques for reducing flood damage
to resident#al: structures in the flood plain have been effective in the
flood pléin in recent years, but many residents are still unaware of these
possibilities.

Table 1 depicts examples of the practical range of choice considered
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by a homeowner on the flood plain (Ms. Waterman) and her-estimated conse-

quences to personal wealth under three different states of nature; no

< \,

flood, mild flooding and severe flooding--with estimated probabilities

of .90, .09, and .01, respéctiVely.

Insert Table 1 about here

1f there was no flooding, she would be better off not‘purchasing
'insurande or elevating her house. Minor or severe flooding justifies
both of these options in comparison with the other two. Ms. Waterman
would also conclude that it would never be optimal for her to bear the
loss herself if féderal relief ﬁas easily available. If, on the other
hand, there was cqnsiderabie red tape in obtaining disaster relief or
‘Ms, Waterman was oppoéed.to handouts fromlthe government, then she might
decide to.beaf the loss. ]

The analysis of Ms. Waterman's problem can.be structured in a number\
of different ways; Decision anqusis is the most sophisticated of the
methods as it forces the decision maker to systematically evaluate each
alternative. Behavioral approaches, ﬁhich are of mére recent vintage,
incorporate the limitations of individﬁals in processing information.
We will survey these two broad approaches inithé'context of Ms. Waterman's

problem.

Decision Analysis .

Structﬁring the probem to determine the relevent adjustments, events,
probabilities and consequences (as-in Table 1) is a major and crucial first
step, still as much of an art as a science. We shall assume the above
structure (Table 1) and proceed to fhe_calculations involved in comparing
the various decision options. The methodology for dgtermining.an optimal

solution "requires that preferences for consequences be numerically scaled
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in terms of utility values'and that judgments about uncertainties be
numerically scaled in terms of probébilities"'(Raiffa, 1968, p. x). A
principal argumeht for using such én approach is that it is based upon
a reasonable set of assumptions regarding behayior and choice. These .
assumptions imply that the consistent decision maker behaves as if he or
shebassigns probabilities to different states of nature (e.g., chances
of a severe flood), assigns numerical utilities or disutilities to the
. possible results of each course of action (e}g., the disutility of a
severe flood with no insurance protection) and then chooses the action
yielding the highest_expected utility. 1In other words, the theory provides
a rational means for making decisions by prescribing the course of action
that conforms most fully to the decision maker's own goalé, expectations,
and values.

‘An integral part of the deci;ion analysié approach is constructing
a utility curye which-reflects‘the value of different outcomes to the
decision maker. Iﬁ thé case of Mé.-Waterman, assume that she is averse
to risk so that a gain of $100 is worfh‘proportionately less to her than
a loss of $100. One way of representing thisaititﬁdetoward money is
to convert dolléfs into utilities by presenting Ms. Waterman w;th a specific
loqféf?i or gamble and asking her to épecify a dollar value A which
reflects an indifference to receiving this amount with certainty or playing
the lqttery. For example, since she is rigk averse, she might specify A
to be $40 when presented with a lqttery consistinngf a coin flip to
determine whether she has won $100 (heads) or received nothing (tails).
By undertaking a series of such comparisons between iotteries and certainty
equivalents,.we can draw Ms. Waterman's utility curve, which enables us

"to evaluafe different alternatives such as the ones in Table 1. Such a
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curve has been drawn in Figuré 2, where we have arbitrarily specified the
relevant end points of $0 to have a utility of O andASZO,OOO to have a

utility of -100.%

Insert Figure 2 about here

'Wg’are‘now ready to specify an optimal choice for Ms. Waterman. The

analysis is graphically depicted in Figure 3 by a decision tree with small
squares representiﬁg the options and circles representing thé states of
nature. At the end of each path, there is a disutility associated with

a particular decision and a specific event. TFor example, the expected

utility associated with bearing the loss herself would be -2. 8.

The optimal decision for this example would be to purchase insﬁrance,

since the expected utility is -.10.

White (1966) has pointéd out that the resource manager may qften
want to choose a cbmbinatién of adjustments to deal witﬂ a partiquiar
problem. Décision analysis also enabies one to undertake such alterna-
tives. In the previous example, if Ms. Waterman was able to obtain .
reduced insurance premiums for elevating her house (because it was now
less prone to flooding than before), she might havé considered adopting
both of these options. The decision tree would then have been expanded
to include a fifth option, "elevate house and purchase flood insurance,"
and'éhe.expected utility’compu&ed in the same manner as outlined abo&e..

In summary, there are three intefactiﬁg factors which jointly
determine_thetéptimal choice using thé decision analysis approagh: (1) the
shape of tﬁe utility curve, (2) the éstimaté of probabilities of different
states of néture, and (3) the estimates of the&consequénceS'associated
with each alternative given a specific state 6f'nature. In the above
example, if Ms. Waterman ﬁas assumed that minor or severe fiooding in her
area would produce little damage to her Home, then‘shé might not have

found insurance attractive. Similarly, if she had felt that any sort of flooding
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in her area was .. more probable, than a protective measure, such as
.elevé%ing her house, would ha?e been mére attractive to‘herf If she was
“a risk takér rather than being risk averse, her utility function would
have had a different shape (i.e., iﬁ would have been concave rather than
convex), and she would be uninterested in insurance or other mitigation

A r
measures unless the cost was subsidized.

Recent Extensions of Decision Analsyis

"Recent extensions of decision analysis have focused'on three general
topics: (1) incorporating data collection processeé, (2) assessing uﬁgerQ
tainty of unknown parameters, and (3) expressing preferences. We‘will
considet each of these developments in turn, by e#tending the previoué

example,

ﬁata collection processes. The importance of costs of obtaining data
‘under conditions gf uncertainty have led to the development of search ﬁodels.
These models pufport to explain how individuals beﬁave when they have
imperfect or incomplete market information. The objective is to specify
the optimgl number of price quotations if there is a fee associated with
collecting iﬁfor@ation from each sellerf This fee can be interpretgd as
the time and effort required to obtain this estimate.

In-the previoué example, suppose that Ms. Waterman was considering
the possibility of eleva;ing her house on stilts, but did not know how
much this structural modification wouid cost. By obtaining différent
estimates, shw would have a clearer idea as to how mudh‘she would havé
to pay. Suppcsé after the first search, she received én estimate of
$2,500. She now has to decide whether it is worthwhile to obtain anotﬁer
estimate, which may be higher or lower than $2,500. If it is lower, then
she wiil have improved her position (aésuming that the quality of the job

was the same).- If the second estimate was higher, she would have wasted
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time (although she would have gained some information about the nature
of prices in thé market). Thekbasic question addfessed by these search
models is "How much search should be undertaken if theKdecision maker's
objective is to maximize expeéted utility and there are benefits énd costs
associated with search."? 1In the case of Ms. Waterman, she would have
to assess the likelihood of obtéining an estimate lower than $2,500 and

balance this potential benefit against the césts of collecting these data.

Assessing uncertainty. In recent years, thére has been considerable
‘work that formally inéorpérates the cost and value of infcrmatiop as a
part of the decision process. Through Bayesign analysis, one can revise
priorAesfimates of key‘quantities on the bagis of gew data. Furthermore,
one can determine whether or not it is worthwhile to collect further
information. To illustrate thié approach, suppose that Ms. Waterman
feels that there is a direct relationshié between the height of flooding
of‘ghe river in her community and the magnitude of damage to her house.
When asked what the height of the river is 1ikely to be during the flood
season, she gives three estimates with respective probabilities as shown
in Table‘z. These three estimaﬁes’refer to the threé'states of nature
(no flooding, minor flooding, or severe flooding) which enabled Ms. Water-
man to evaluate the alternative adjustments iﬁ Table 1.

Suppose she now decided to consult historical records to obtain a -
distribution of flood heights of the river over the past fifty years.
By combining the new information obtained from this sample with her initial
Subjeétive prior‘estimates,’Ms. watefman céuld arrive at an uﬁdated or
posterior estimate. FThese revised estimétes‘wéuld depend on the distribu-’

tion of flood height and the confidence that Ms. Waterman places on the

data.

Insert Table 2 about here
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As sﬁould be clear, there is a direct connection between the amount
of search which one undertakes and.the updating of iﬁformation from the
‘search. If, for example, Ms;AWaterman &as convinced ﬁhat the historical
data was an accurate'deéiction of the current distr;bution Qf flood
losses, then there is likely to be little incenﬁive for her to incur
additional search costs. On the other hand, if she was under the
impressién thaﬁ there had been structural changes i; the river flow.
in fecent years, then;she might want to exploré this matter further.

There is a growing literature which explicitly addresses the
~question as to the relationship between search costs, the updating of
prior information and the choice of a final alternative (see, e.g., Howard,
Matheson & Miller, 1976).

Expressing preferences. Individuals may also be concerned with trade-

offs between ﬁore than one attribute when expressing their preferences,
Fdr example, suppose that in choosing betwéén the adjustments in Table"l;
Ms. Waterman is concerned not only with the financial expenditures both
prior and afﬁer a flood, but also with the time required to undertake each
of the adjustments. Models have 5een developed to incorporéte multiple
dimensions of concern. For example, the utility associated with different
time delays can be evaluated in much the same manner as the'utility of
money. The alternatives can then bé evaluated by cdnsfructing a multi-
objectivé value function whigh reflects Ms. Waterman's tradeoffs between
time and cost. |
As one adds additional éttributes and considers more adjustments,'
the data coliecﬁion and computational process becomes more burdensome
to the individual. ‘Keeney and Raiffa (1976) discuss ways of simplifying‘

N

this process, but point out that there may be, neveftheless, substantial
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costs in obtaining the relevant data in complex decision problems.

Behavioral Approaches

R The concept of bounded raﬁionality developed by Herbert Simon (1959)
forms the basis fof'behavioral appfqgches to: individual decision making
under conditions oﬁ anertainty. In contrast to decision analysis, this.
approach seeks to understand what factors actually influénce people's
decision processes. The underlying philosophy is that the time and eneﬁgy
required to collect information, coupled with the decision maker's cogni-
tive limitations, lead a person to construct a éimplified model of the
world tﬁat differs in important ways from the quelé employed by decision
theorists. ‘

An important feature of fhis simplified world is a strong tendency
toward maintaining the status quo unless there is sufficient motivation
for change. Rather than making the tradeoffs between the costs and
benefits of searching for new obtionS'a person is likely to gggigk
addressing the question, “What else can I do?"” unless the current
position is believed to be unsatisfactory.

In;cases whereyaltérnative options are presented and the decision
maker has to make a choice, simplifying stratégies arevlikely to bé used.
One such behavioral strategy is elimination by aspects (Tversky, 1972).
Each alternative is viewed as a sét of aspects or attributes and each
aspect is weighted according to its relative importance in relation to
the qthers in thg set. The higher the weéight, the more likely the aspect
- will be selected for consideration. All the alternatives which do not-
contain the particular aspect afe eliminated from consideration. The pro-
cess continues\uﬁtil only one alternative remains.

To illustrate the elimination by aspects model, consider the
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alternatives listed iq Table 1 plus the alternative of flood-proofing
whereby the base of the structure is proteéted from minor"flooding by
a retaining wall or siding material. Table 3 depicts the four aspects
of choice, namely, the nature of the actiVit&, time required to obtainA
information, predisaster and postdisaster costs, and their characteris-
tics for each éf‘the five adjﬁstments. The first two modify the vulqef—
ability of the evént‘(i.e., reduce the potential damége) while the other

two distribute losses (i.e., relieve the financial burden after a disas-

;er).3

[E——

Insert Table 3 about here

For the other three aspects or attfiﬁuteérwe have assigned high,u
medium or low values. We have also assigned importance weights’which
sum to 1, to indicate how critical each aspect is to the decision maker.
At the bottom of each column, we have listed.the desired state for
each aspect. An indiﬁidual would thus prefer an aiternative which modi-
figd the'event,’had a low predisaster cost and a medium-low, postdisaster
cost and required low-medium time to adobt. Obviously no alternative
in this set satisfies all four of tﬁése aspects. rHence, the ofder in
which one selects the attributes becomes critically important in the

final selection process. Figure 4 illustrates two sequences of selecting
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the attributes and the resulting differences in final choice. In Process

1, the nature of activity aspect is selected first and then "predisaster
cost." In Process 2, the two aspects selected are "predisaster cost”
and “postdisaster cost," so the final choice is now different.

Insert Figure &4 about here

It should be obvious from the above example that the elimination by
aspects method is not optimal (i.e., does not always maximize expected

utility ). Its major weakness is that it may eliminate alternatives at
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'an intermediate s;ageuin the pracesé whose overall quaiity is actually greater than
those optiohs remaining. It is used by decision makers because it is
‘easy to state, defend and apply.

Tversky (1979) has extended the elimination by aspects approachmby
suggesting that for ﬁany problems there is a natural order associated
with attributes which enables one to buildvpreference trees rather than
selecting an attrigute at random. For example, én individual may first
focus on predisaster cost being medium or low because he or she is con-

strained by short-run budget limitations. Only later would the other

-three elements of the problem be considered. To illustrate this approach,

Process 2 in Figure 4 would represent one of the possible preference

- D P 0 i, o4 =

trees while Process 1 would not (because it focuses first on the nature of

the activity). This approach can be looked at as setting an agenda for

the decision maker. As the agenda or order of introducing different

" attributes varies, the choice will also vary. We will return to this

point again in our discussion of public decision making.

If there are a number of alternatives for comnsideration and
relatively few aspects, it is likelyvthat at the conclusion Qf the
above sequehtial prdcess, several alternatives will still remain. In
this case, the decision maker may want to ufilize more sophisticated
approaches, such as decision analysis, to choose(between options.
Payﬁe (1976) observéd such a two-stage process in people's choice process
among students choosing among apartments in experimental studies.
Unsatisfactory apértments weré first eliﬁinated»based Qn certain criteria,
after which a more thorough evaluation was undertaken for choosing
betweeﬁ the redﬁced set of alternatives.

A similar brocess was observed by White; Bradley and White (1972)

in their study of the choice of water sources by East African households.
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In many of the communitigs studied, the women rarely considéred more

than five alfernativeesources for water. Rathér than searching for a
particular "best" source, the women discarded options that were unsuitable
‘on one or more criteria. .For example, potential sources were .eliminated
because the percéived quality of ﬁhe water was deemed unsuitable or because
the energy cost asﬁéciated with obtaining the water was.viewed as too

high. Other factors which were considered important were.thé technological
means associated with drawing the water and a é§cial element, that is,

a concern with meeting or avoidingfcertain’inéividuals who frequented a
particular water source. Even after a set of ;lteqnative sourcesrwere
rejected, there still may have been morevthan'one source remaining. At
this stage of the choice process, the East African women were more likely
to trade off one attribute against'another.(e.g.;‘quality of water with

- energy cost) in making their final decisiohs.

According to White, Bradley and White, the decision process utilized
by thé East African peasants ﬁas lexicographic in nature. In this approach,
each attribufefisAranked in thé order o£~ité importance and a éfes?ecified
stanﬁard is sét. All alternatives which did not meet a given standard
are deemed unsatisfactory. In contfast to elimination by aspects, the
lexocographic model of choice assumes that there is a fixed ptior ordéring
of attributes so that the choice process is deterministic once this set
" of priorities is known. To illustfate, assume that the East African
household ranks quality, tecﬁﬁological difficulties and energy costs in
that order. In other words, this particular decision rule would choose
the source which<had minimum energy costs, but met miniﬁum quality stan~-

dards . and technological constraints. If no alternative met the minimum

quality constraint, then the criterion would have to be lowered until at
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least one option satisfied it. If‘no source met the technological con-
strainﬁs, then the one which*pame.closest to doing so would be ‘chosen.
Individuals may decide to order attributes in different wayé depending
on their specific preferences. Thus, an individual who wants to avoid
certain people at all césts might choose sbciai relationships as his first
attribute and only consider sources which were not frequented by those

people.

RSN ”.m—--—\;u—m, e e %M»»-WW%"‘M e
Recent 'Extensions of Behavioral Approacheées [
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in recént years, descriptive ﬁodels have been investigated through
field surveys and laboratoryvéxperiments. ThiQ work can be categorized
under the same three generalvproblem areas tﬁat have guided recent research‘
inrextending decision analysis. These areas, data collection processes,
assessment of uncertainty, and the expression of preferences are considered
below.

Data collection processes. Research in this area has focused on

the factors which influénce the decision to collect‘data and the éources
of information under conditions of uncertainty.A Labofatory experiments

on insurance decisions (Slovic et él., 1977) have shown that people are
‘often unwilling to protect themselves against events with a low probabil-
ity of occur?ence (e.g., 1 in 1,000) even though the potential loss from
the event . would be relativei& hiéh&(e.g., $1,000) and insurance was actu- .
arilly fair (e.g.? $1) or even subsidized ($.90). These results suggest
that in some situations, people.are not inclined to worfy about the poten?
tial losses from a future disaster if they perceive its probability to

be below some threshold. The threshold concept assumes that there are
only so many things in life an!individual can worry about. People are

forced to restrict their attention to events that they feel are sufficiently

probable to warrant protective action.
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Most low probability events‘involve'the type of transactions where,
in addition to pricé, an individual's beﬁavior is influenced by nonﬁarket
forces such as media exposure or advice from friehds and neighborsi Some
of these features have been captured by a sequential.model of choice which
has‘béen examined.using data from a field survey of 3,000 homeowners
residing in hazard-prone areas (Kunreuzher'et al., 1978a). According to
this modei, a person is reluctant to collect data on protection against
hazards unless motivated to do |so by some external event'sucﬁ as a recent
disaster. ‘Even then, the person may only seek information from éasily
accessible sources. Such a sequential model of choice suggests that
»iﬂdividuals fail to protect theméelves because of limited knowledge rather

than unattractive cost=benefit considerations. The~sequential model

describes how different environmental events and behavior. of other

o .

people affect individual action.

Evidence from the social JCiences forms.the basis for this
‘sequential model of the data collection procéss; A series of cross-
cultural field'survéys summarized by White (1974) and Burton, Kates ana
White (1978) reveal the limited ability of individuals to deéi with
information about natural hazards. In the lattér bbok-the three'

geographers characterize individual behavior related to hazard adjust-

ments by postulating that the choice process does not begin unless a;f_

first threshold of awareness of actual or anticipated 1loss is reached.

The authors suggest the importance of péét experience in triggering this
awareness.v*Withlrespect to the diffusion of information there is a large»
empirical 1itergture on éhe diffusion of innovations (see Rogers & Schoe-

maker, 1971) which consistently shows that most individuals are first

made aware of a product or of a protective mechanism through the mass
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Further light has been shé
of risk by Kunreuther et al.[t}
in the fieid survey were asked
or earthquake damagingttheir pI

the respondents in flood areas

16

tem they are likely to turn to friends

a which may not have been available to
owledge.

also be a particularly important
here is a tendency to implicitly trust
league. In addition, accepting the judgment
nd strengthens social relationships whi;h

themselves. After discussing a new
opted it, one is likely to feel that this
the information on which to base a
sumption, which may not necessarily be
ing the purchase of a new product can
etailed information.

d on the accuracy of peoplé's perception
978b). Wﬁen homeowners participating
terstimate;the.chancés of a severe flood
operty in tﬁe next year, 15 percént of

and 8 percent of those in earthquake

' areas were unable to provide any sort of estimate. Of those who did

respond, some thought the probability of a disaster hitting them next

. year was quite large--at least

"had purchased no disaster insur

one chance in ten--yet they said they

ance even though they knew it was avail-

able. Others believed the chance of a disaster affecting them was

miniscule--1 in 100,000-~yet they had purchased disaster insurance.

‘These findings raise the question as to how well individuals understand
. . ‘

|
|

the concept of probability or know how to incorporate it into their de-

cisions. It also suggests that

there may be other factors influencing
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choices which are not evident to researchers.

Assessing uncertainty. Efficient adjustment to natural hazards

demands an understanding of the pfqbabilistic character of‘natural‘eVénts
‘and a desire to think in préba&ilistic terms. Because of the importance
'of’probébilistic reasoning to éecision'makiﬁg in general, a great deal

of recent experimental effort has been devoted to understanding how
people perceive, process, and evaluate the probabilltles of uncertaln
evernts. Althaugh no systematic theory about the psychology of uncertainty
has emerged from this descriptive work, several empirical genéralizations
have been‘established. Perhaps the most widesp%ead conclusion is that

people do not follow the principles of probability theory in,judgiﬁg

ot e trrm Tl e s w"‘mm A P e b S T s e e e 8

the likelihood of uncertain events. When- estlmatlng ‘probabilities,.
people rely on mental-strateglgs,(heuristics) that sometimes produce
good estimates, but all too often yield serious biases (Slovic, Kun-

reuther & Whlte, 1974; Tversky & Kahneman, 1974).
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Some of the most dramatic damonstratlons of these sorts of blases
come from a series of.laboratory experiments ccnducted by Tversky and

Kahneman (1974). One heuristic documented in these studies is that

of availaBility, according to which one jﬁdgeg the probability of an event

(e.g., a severe flood) by the ease with which relevant instances are
~imagined or by the number of such instances that are readily retrived

from memory. Any factor which makes a haéard ﬁighly memorable or imagin-
aﬁleo—such as ; recent disaster or a vivid film or lecture--could increase
the perceived risk of the hazard. Acéording to this bias one would expect
that personal experience with misfortune would play a key role in an.

individual's estimate of the probability of a future disaster.

et P
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There are extensive field data indicatipg that the risks of natural
and other hazards are ﬁisjudged in ways predictable from labgratory
research. For example, the biasing effects-of.avéilability‘are evident

':in the observations. of Katés (1962, p. 140):
A majgr‘limitation to human ability to use improved flood
hazard inforﬁ;tiéﬂ is a basic reliance on experience.‘ Men on
flcod plains'appear to be very much prisoners of their éxperience e e e
Recgntly experienced floods appear to set an upward bound to the
size of loss with which managers believe théyVought'tblbe concefned‘
KatQS'further‘attributeé much of the difficulty in achieving’better_
flood control to the "inability of individuals to conceptualize floods
'tﬁat'have never occﬁfred" (p. 92). He observes thét, in making forecasts
of future fllood potential, individuals "are strongly conditioned by

tﬁeir immediate past and limit their extrapolatioﬁ to simplified constructs,
seeing the future as a mirro¥4of that past”.(p.-88). In this regard, it

is intetgsting to observe how the purghase“éf earthquake insurance iﬁw;
creaseé sharply after a‘quake, but decreases steadiiy thereafter, as the
memories become less vivid (Steinbruggg, McClure & Snow, 1969).

Some hazards may bé inherently more memoréblé than others. For
example, one wou}d exﬁect drought , ‘with its gradual onset and offset,
to be mﬁch less memorable, and thus leSS'écégrgéely perceived, than .
fiooding.' Kirkby (1972) provides some evidence for this hypothesis in
her study of Oaxacan farmeré. Kirkby also found thétimemory of salient
natural evénts seéms to begin with an extreme evént, which effectively
blots out recall of earlier events and acts as a fixéd’point égainst
which to calibrate later points. A similar result was obtained by

Parra (1971), studying farmers in the Yucatan. Parra found that awareness
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of a lesser drought was obscured if it had been followed b& a more severe
drought. He also observed that droughts were perceivéd as.greater in
severity if they were recent and thus easier to remember.

Additional demonstrations of availability ﬁias come from studies
‘by Liéhtenstein, Slovic, Fischhoff, Layman and éombé\(l978)‘which showed
that frequencieé of dramatic cases of‘deaﬁh>such as accidents, homicides,
botulism and tornadoes, all of which get heavy.media'Covérage, tend to
be grea;ly overestimated., In contrast, the frequencies of death from
unspecﬁaculér eVeﬁts, whiéh claim Onevvictim at a time and are common
'-‘in nonfatal form'(e.g., asthﬁa, emphysema, diébetes) are greatlylunder—
estimated. A follow-gp study by Combs aﬁd Slovic (1979) showed that
these biases in judgmeni weré closely related to the aﬁbﬁnﬁjdf coverage
given to the various causes of death by the news media. |

One would expect that since peoplevhaverangreat deal of difficulty
tﬁinking about.uncertainty, they wodld tend to view the world as more
cértain than it is. ﬁvidence supporting this hypothesis comes from the
Awork of Kates (1962) §h0‘f0und thét fléod'plain dwellers\used a numher
of mechanisms for dispelling'uncer;ainty,\such as either denying the
risks from flooding or perceiving floods as repetitive or cyclical phé—
nomerna. |

Expressing preferences. Once the consequences of.a decision have

been enumergted and their uncertainty assessed, some value must be attached
to them. When it comes to tradeoffs betweeh such issues as deaths today
vs. deaths in the future or between economic development)and possible
catastroﬁhic natural disésters, we have little chéice but to ask people

for their opinions. Unfortunately, for such unfamiliar and complex

issues, people may not have well-defined preferences. Fischhoff, Slovic,
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and Lichtenstein (1980) sﬁow that values may often be. incoherent, nof
thought through. For example, in thinking about risk, we may be unfam-
iliar with the terms in which issuesvare formulate& (e.g., social discount
rates, miniscule probabilitiés, or megadéaths). We may have contradictory
values (e.g., a strong aversion to catastrophic losses of life and a
realization that we are not more moved by a plane crash with 500 fatalities
than one with 300). We may occupy different roles in life (parents,
workers, children) which.prqauce clear~cut but inconsistent values. We
may vacillate betweén incompatiblg, but strongly held, positions (e.g.,
bicycles are an important mode of transportation, but are too dangerous
to be allowed on,mostkstféets).  We ﬁay not even know how to begin
thinking about some issues'(e.g., the approprigte tradeoff between the

opportunity to dye one's hair and a vague, minute increase in the prob-

~ability of cancer twenty vears from now)t Our views may undergo changes

over time (say, as we near the hour of decision or the consequence itself)
and we may not know which view shouldkform the BaSis>of ocur decisions.
~In such situations, where we do not know what we want, the values
we express may be highly~labile. Subtle changés in how issues are posed,
questions are phrased andfre8pon$e9»are elicited, can have marked effects
on our expressed preferences. The particular question posed‘may evoké 
a centfal concern or a peripheral one; it may helpvclarify the respondent's
opinion or irreversibly shape it§ it may even create an opinion where
none .existed before.
' Three features of these shifting judgments are important. Fiist,‘
people are typically unaware of the potency of such shifts in their
pérspeétive. ~Second, they‘aften have no guidelines as to which perspec-

tive is the appropriate one, and finally, even when there are guidelines,
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people may not want to give up their own inconsistency, creating an

impasse (Lichtenstein & Slovic, 19?3; Tversky & Kahneman, invpresé).
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Summary

Behavioral research depicts the process of choice to be one based on

incomplete and often biased information and simplistic decision rules for

- evaluating alternatives. Studies have shown that one's decisions are

typically guided by past'egpérience or personal discussions 'with other
peopié rather than By a detailed comparison of the costs and benefits
of different alternatives.

From a policy perspective, decision analysis is neutral with regardh
“to ﬁhe optimal lccugvoé decisiOn mékiﬁg. Ih'ébﬁtrast, thgée who have been
influénced by behavioral analysis contend.that people may not act in
their éwn best interest because of limited or biased information. They
argue that if-there. are major societal costs which are ingurrea because
of‘"pOOr"’decisiOns by'individudls, some forfi of regulatory control iﬁ?‘be
necessary. Thus.they would favor land use regulations if it wés;found
that individuals were not senSitiﬁé tojthe hazards they'fézéd. 'They would
also support some form of:required insurance if empirical déta revealed
that individuals were not willing to protéct themselves voluntarily’(é.g.,
the Flood Disaster Protéétion‘Act of 1973, which requiréd all‘new homeowners
to purchase flood insurance as a condition for . a federally financed mo;t-

~gage). We will elaborate on these policy implications in the concluding

section where we discuss guidelines for future research.
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IT. Public Decision Making

The broad area of hazard and resource management frequently requires
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investments in projects such as flood control dams %hich affect large
numbers of individuélsf These pubiic goods havé two principal
characteristics which différentiate them from products offered on
the market'such as insurance, flood proofing materiadls or wooden
pilings for elevating one's house. The costs'are so high and the
individual gets such a small share of the benefits that he or she
has no incentive té purchase it. Furthermore, an individual will
benefit when others provide the goods, so there is no incentive to
pay for it. For éﬁam?le, if half of the community ﬁaid for a flood
control dam the otﬁer half would still be given thé same protection.
One of the main justifications for the existencé of government programs
in hazard and resource management is to provide citizens with sﬁch
public goods as highways, national‘defense and flood control projects
that would not otherwise be provided Ey the public sector.

In this section we will examine alternative approaches for dealing
with the allocation of iimited governmental funds aﬁong competing
pfojects. Until recently benefit—cost analysis hés‘been the principal
tool employed in this procesé and we will reviéw its céncepts first.
White has béen one of the leaders étressing the impbrtanCe of including
multipie objectives explicitly in the analysis andwe will indicate the
types of models of choice which come under tﬁe brééa heading’of V
multi-objective planning.' Finally, there has also been considerable

interest by White and others in behavioral queétions on how existing

3

institutions as well as disasters and crises affect public decision

making. We will conclude this section by touching on work in this area.

Benefit-Cost Amalysis

Benefit—cost'analysis systematically incorporates tangible and
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intangible benefits and costs of different projects in much the same way
as decision analysis does.‘ The Qecision maker lists a set‘of alternative
options, and then determines possible ouécomes under different st;tes
of nature. The'altérnative‘which produces.the greatest net benefit
(total benefit minus total costs) is considered(thé most desirable one.
The tool was originally utilized in evaluating water fesoufce projects
in the 1930's but it has had’wideSpread use only since World War II.

To illustrate the application of benefit-coét analysis, consider
the decision by the Corps of Engineers as.to whether they should invest
in flood control Prdject A or B on a given river basin. In order to
determine the expected benefits from each project, they have coﬁputed
the expected annual savings in flood damage (i.e., probabilities times
damages avoided from building the dam) to the co@munity for the next
.fifty years appropriately discounted to the present.& Similarly, the
costs of each projeét arevdiscoun;ed to the present year so an appro-
priate comparison can be mad—e.5 A summary of the relevant figures
‘appeafs below in Tablé 4. As we can see from these values, Project B
has a higher net benefit to‘society but assists primarily the upper
income group; Pfoject A protects primarily low income individuals
whovcomprisé the fiood plain.

Insert Table 4 about here

s -

The above example does not distinguish between the. benefits from
each of the prdjects accruing to the federal government and to the local
coﬁmﬁnity and hence ignores cost-sharing issues.v The importance of‘making
this distinction can be illustrated by two contrasting examples of
disaster progféms. 'Suppose federal disaster relief or subsidized flood.

insurance provides recovery funds for a substantial portion of flood
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lossés; then the constructiop of a project will mean a reduction in
 federal disaster expenditures. If,'on the other hand, fiood victims
in a community rely on their own resources for recovery, then the federal
government stands‘ito gain little financially fiom a flood control
projecpx In the latter case, potential Victims may want to place
‘pressure on their lécal government té help build the project with
‘their own finds. The issue of cost-sharing between federal and local
governments thus has impértant implications foriefficient resource
development. Until recently, agencies likg the U.S. Corps of Engineers
reqﬁired relatively iittle cost-sharing by local governments for
large flood ﬁrojects, buf specified highér percentages for other .
techﬁiques such as channel improvements, levees and diversion channels.
Marshall (1970); who anélyzed data for 34 Crops projects authorized by
the 1968 Flood Control Act, found that‘fhe local cost sharing ranged
from O percen; for large reservoirs to approximatelyVSO pefcent for
some levees and channel improveﬁénts. There was considerable variance
in the cost-sharing amounts for;thé same' type of projects in different
regions of the country.6 . . |

One of the important current issues in cost-benefit analysis is.
the proportion of cosisbthat local interests shduld be required to
absorb for specific projects. Marshall (1973) has shown that an associa-
tion rule; whereby local beneficiarieé are charged a percent of the cost
share equal io the ratio of marginal local benefits to marginal national
bénefits computed at the nationally efficient scale of output, induces
local interests to select the nationally effiﬁient project désign.
Furthermore, heé points out that there needs to be consisten&y between

the cdst-sharing practices of different agencies as well as between
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~ different techniques such as stfuctural and non-structural measures.

On a theoretical level, this type of énalysis makes exéellent
~sense. The challengebfronrfhépoint of view of evaluating al;ernaﬁiQe":
cost-sharing rules is determining whattim:natioﬁal ana local benefiﬁs
are likely to be forbdifferent types of projects, aﬁd understanding how
local cohstituencies decide on whether they will sanction a'partiCular,
project given a fixed percentage of cost they must assume. There is
thus a need to understah& the decision processes of governmental units

and to collect detailed information on the effects of different actions

before déciding on a particular course of action.

Multi-Objective Plénniqg '

One of the_priﬁcipai criticismé leveled at benefit-cost analysis is
that is focuses almost gntirely on eéonomic efficiencj criteria without
concefn for other objectives such as income redistribution (Maass, 1965).
One way of coping with equity considerations is to utilize other means
such as fransfer payments to low ihcome residents rather .than explicitly.
incorporating other objeétivés into' the analysis. 1In theAabove.éxample,
Project B would still be’ deemed most desifable and special grants,from tax-
payers"monéy c0uid be given low-income flood victims.

An alternative approach is t0~incorporéte explicitly income distri-

bution and other goals of a particular project as part of a multicriterion

objective function. White and his colleagues on the Committee of Water (1968)

went to great lengths.to highlight the diverse objectives which must be ‘taken
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into account when planning for water management of the Colorado River.
Aside from the standard national economic efficiency goal, four other

.aims were suggested: (1) income redistribution, (2) political equity,
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(3) controlling the natural environment, and (4) ﬁreservation and
aésthetics. The report indicated.the nature of these different objec~
tives, but left it to the policy maker to detérmine how tradeoffs
between them should be ﬁéde.

This concern with‘incorpérating multiple objectives into aﬁélyzing
resource management projects was exp:essed by the U.S. Water Resources
Council (WRC) who iﬁ 1973 adbpted principles and standards which
indicated that thé beneficial and adverse effects of ?rojects be
assessed under four general accounté: -national economic'development‘
(NED) , environmental quality (EQ), regional economic development (RED),
Aand,sociai well being (SWB). The 1979 WRC Pfinciples aﬁd Standards for
Planning Water and Land Resources emphasized the 1mportance of evalua—
tion of NED and DQ and then prov1ded detailed guldellnes for quantita-
tively measuring the beneflcial and adverse effects of each of these
two objeétives. The document, however, notes that'"ﬁhe stétement of
the objectives and sﬁecification of their components in these standafds»
- is without implication concerning priorities to bé;given to them in the
process of plan formulation and eygiuation",(p. 72981).

\ Considefable effort has been spent over the past twenty years on
ways that a mqlticriterion objective function can be evaluated by a
policy makér in a syétematic mannér. Aftrer stating tﬁe objectives of
the policj pfoposal, 6ne has to define attributes which can measure
how well each alternative meets specific objectives. For e;ampie,
one attribute ﬁeasuriqg NED might be>"number of new jobs created.”
There are likely ﬁo be several attributes which map onto each objective.
In the case of qualitative objectives, it may be more difficult to

define a set of attributes. For example, how does one measure
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"environmental quality" in a quantitative manner? One way to get a
handle on this objective is to divide it into subobjectives (e.g.,
creating récreational opportunities, preserving wildlife) which may
then suggest specific attributes.(e.g., number of visitor days in
a park).

If there are several'attribuﬁes describing a given dbjective, then
appropriate weights must be'given,to them. If the,aptributes are
independent of.éach other then oﬁe estimates the utility function for
each attribﬁte separately in a manner similar to that described in the
pfeviéus section (see Figure l); One then determines scaling constants
to specify the apprépriate weights in the o?erall objective functién.
The pfocess is somewhat more complex if attributes are dependent.7
It is questionable how well the process is likel§ to work in practiée.
It requires a considerably sophisticated policy maker and does not
explicitly incorporate the decision processes of different individualé
and stékebolders.

A related abpfoach is goalbproérammiﬁg whereby the ppliéy makers
set specific desired goals for particular objectives and.a penalty
function -associated with deviating from these'goals: It is then
possible to develop a fofmal médelAfor'évaluating tﬂé impact ‘of different
alternatives on the multi-criterion objective function. - In essence,
fhis approach is a hybrid between a lexicographic model and a multi-
attribute utility model.» Acceptable levels are set aé in a lexico-
graphié appgoach but deviations below this level and simultaneous
consideration of alternatives take place as in a mul;iattribute utility model.
There is éfill'énvopen qﬁestion as to ‘how different weights‘%hduld‘

be determined for the different goals and whether such a multi-objective
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function captures the decision process.

An alternative theory of measurement haé recently been proposed
by Saaty (1977). His methodology consists first of decomposing the
problem iﬂto relevant atfributes and‘thén combining them.to make an
overall choice. Rather than asking individuals to estimate utility
functions for each attribute he only requiresvthem to make
pairwise comparisons which can be combined in a way that reflects the
decision makers' preferences. For example, consider the five objeétives
for the Colorado River project investigated by White and his Committee
on Water. The pdlicy analyéf would have to make teﬁ pairwise compari-
sons across fhose objéctives which reflected the relative importance '
he attached to each one in relation tonanothef. For example, the analyst
would be asked to specify the importance of the national ecqnomic
efficiency goal relative to iﬁcome redistribution;- the income
redistribution goal relative'to preservation and esthetics; and so

forth. If each objective was subdivided into a set of attributes,

a similar set of comparisons would have to be made at this level.
- i/ -

[ PSP ST N O,

Multiattribute utility models, goal programming and Saaty's
scaling method assume that there is a single decision maker who must
determine a course of action based on his or her estimates of
appropriate weights and utilities. If there are several interést
groups represented (e.g., the flood plain resident, the generai
taxpayer, representatives frombdiffergnt state, federal and local
agencies) then each one is likely to have theif own Yankings
with respect to the importance of different attributes and objéctives.
Either some type of weighting scheme has to be assigned to the
preferences of each of these different interest groups or some type’
of consensual procedure such as a nominal groub and delphi processes

must be employed.

N
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Understanding Public Decision Making

On ehe descriptive side there has been an interest in understanding
the impact of diffefent institutional arrangements and specific events
such as disasters on public policy formulation. White (1969) indicates
that there. are three principal ways thatvstate and federal agencies-
can gauge people's attitudes toward possible solutions to their
problems. The publicihearing is most democratic, permitting citizens'
groups, industries and other speciel interests to state their points
of viewf A second method is Congressienal committee heérings which
are heid as part of budgetAageney_recommendations or fer determining
the need for special 1egislation.‘ White feels that by far the most
important sources of public preferences are the informal comments
from different citizens' groups, lobbyists and other interested
parties. The rnle of personal contact and informal networks in

influencing strategies and final courses of action have a parallel in

the studies of the individual decision making process where friends
and neighbors play a keyvrole in influencing choice.
Although the ‘above three institutional arrangements provide insight
into how information is elicited.by public agencies, they do not indicate
how the actual choice process ié made..‘One of the most interesting
studies on this Question was a description of'the decision making process used
.by the Delaware River Basin Commissien in theif analysis of waeef
quality on the Delaware River (Kneese & Bowar, 1968; Haefele, 1973). A

¢

- system of advisory committees provided estimates of costs and benefits

(

of five different alternatives with respect to water quality. These five
alternatives (one of which was the status quo) were then presented at a

public hearing where different groups were able to voice their concerns
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and state their preferences. ‘Finally, the actual choice decision was
made by an interstate compact with three state commissioners, each
having one vote. After considerabie discussicn, tﬁe commission»chgse
water quality siandards falling somewhere between the two choices
favored by almost everyone at.thefpublic heéringsf

The Delaware River Basin Commission study on water quality utilized
’existing,institutional mechanisms to evaluate the benef&ts and costs
of a set of alternatives. Fﬁrthérmore, there was genéral agfeement by
all parties as to what were the preferred alternatives. One reason
for this is that the benefits of improved water quélity were restricted
solely to the reéreatién option.

When there are a number of projects to be‘considered‘and ; number
of different attributes are relevant, then the decision making process
may be somewhat more ¢ompliCated than the one followed by the Deia—
ware River Basin Commission.lq InAthis case, the ordeging of
different atﬁfibutes, or more generally the’construction of an agenda,
may pla? a key role in the final decision. We have already discussed
this point in,the‘sectiOnuon individual decision making by indicating
how descriptive techniques such as élimination'by aspects or preference
trees will yield different choices depending on which aspects are chésen
first. Similar results have been shown to hold for group decisioﬁ pro=-
~ cesses where changes in the agenda have -influenced outcome pfocesses.
6ne of the most interesting recent studies to éxplore agénda‘effects
- was by Plott and Levine (1978) who demonstrated that one could change
the probabiliﬁy that certain types of planes would be puréhased by a flying
club by altering the order in which aspects pertinent‘to the decision

were considered. They also replicated their results in a series of
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laboratory experiments. A simple example in the water resources area illus-

trates the importance of agenda setting on decisions. . Suppose that a com-
mittee is deciding which water resources projects to fund and is consider-

ing two regions (Florida and Louisiana) and whether project costs should

exceed B dollars. One agenda might determine the set of available projects

by initially focusing on cost and then on location. Another agenda
would.reverse the order. The group choice may yield a different solution
depending upon which question is presented first._ll

Frequently the agénda is.érdered b¥ external events such as
disasters or crises which focus-attention on specific remedies. White
énd Haas (1975) point out tﬁat most Federal legislation on natural
hazards folloﬁs within a few months or a year of a major disaster. The
histbry of the flood insurance program illustrates this poiﬁt.12
" Severe flooding in the northeastern states in 1955 created a clamor
among victims for a government-backed insurance program. As a result,
Congress passed the Flood Insurance Act of 1956 which provided for
government subsidized rafes, but Congress refused to app;opriate the
funds for the program because there were serious questions raised both
‘within govefnment and by outsiders as to the potential harmful effects
on flood plain dévelopment of instituting a uniforﬁ set of premiums
by river bésins. |

Two fortuitdus eveﬁts helped-tozlaunch the National Flood Insurance
program. The Bureau of the Budget appointed a Tésk Force on Federal
Flood Control Policy which explicitly recognized the need for é different
type‘of flood insurance program and indicated how such coverage could
be felated to‘othef types of adjustménts such as land use regulation.
At approximately the same time, Hurricané Betsy devastated a large

portion of the Gulf Coast including New Orleans. As a result, a Congres-
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sional task force was authorized to undertake a study on tﬁe feasibility
of some form of federal flood insurance. The results of this s£udy, ¢oupled'
with the Task For;e Report, culminated in the National Flood Insurance
Act of 1968.

The most recentAghange in the flood insur?nce program was triggered
by Tropical Storm Agnes in 1972. Many communities struck by these
disasﬁers had‘éot éntered the flood "insurance program, and ﬁence
residents could not buy coverage. In other communities where flood
insufance was available (including Wilkes Barre) few residents had
voluntarily purchased co§erage.‘ Thié lack of volunﬁary interest in
the program on the part of homeqwners and communities inducea Congress

to pass the Flood Disaster Protection Act of 1973. which required insurance

as a condition for any mortgage or home loan partiallyvor fully financed

by the federal government.
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fhis brief summary of the impact of flood disasters ﬁn insurance
policy suggesﬁs a behavioralAmodel of choice for public‘decision making
which has similar features to the‘sequential model for individuals:
) Stage l--Awareness of the problem. This is ffequently triggered by

a disaster with its resulting inequities or by some concern by Congress

in reviewing the performance of a given program.

‘Stage 2--Examination of feasible alternatives.r"Ihtdﬁgb a task force
report and/qr public hearings, a set of options is outlined for possible
adoption.

Stage 3-—-Choosing an option. Either the proposed program is
rejected because its costs are likeély to exceed its benefits (Fedéral
Flood Insurance Act of 1956) or the program is'adopted (National Flood
Insurance Act of 1968).

Stage 4-—Reevaluation of choice. Should the program be unsuccessful

in meeting its objectives, then it will be reexamined. Policy makers
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‘are then made aware of a problem and have reentered Stage 1. The,.
reexamination of the Flood Insurance Program after Tropical Storm .

Agnes illustrates .this phase of the process.

Future Research Directions
Our survey illustrates the motivating forces behind the alterna-
tive approaches to decision making under uncertainty. Tools such as

decision analysis and cost-benefit analysis are primarily concerned

with ways to improve behavior, hence they are prescriptive in nature.

Behaviofal analyses look at how the world actually works, hence the concern
with institutiqnal'arrangemehts and dgcision processes. These approaches
are descriptive in ﬁature.' White would like to see policies designed

with sensitivity to both prescriptive and descriptive'considerations.

It is in this spirit that we will offer a few‘suggestions for

future research in the two broad areas surveyed above.
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Individual Decision Makingf

In the aréa of individual decision making, we need fo develop
techniqués for strﬁcturing the decision proElem. The logic of decision
apalysié cannot be applied until the alternatives, critical events, \
and outcomes are specified. We need algérithms for accomplishing this
and for simplifying the large, “complexdecisi'on trees that may resxilt.
Crisis situations, where stakes are high, time is short, and the
alternatives and information ane“continua}lyAghanging, ﬁose‘parﬁicularly
difficult structuring problems.

Subjective judgments of probability and value are essential
inputs to decision analyseé. We still do not kno§ the best ways to
elicit these judgments. Now that we understand many of the biases

‘

to which judgments are susceptible, we need to develop debiasing

techniques to minimize their destructive effects. Simply warnihg a
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judge about a bias may prove ineffective. Like perceptual illusions,
many biases do not disappear upon being identified. ~ It may be
necessary to {(a) restructure the judgment task in ways that circumvent
the bias, (b) ﬁse several different methodsAallowing‘opposing biases to
cancel one anbther,~or (c) cérrect the judgments externally, based on
an estimate of the direction and s;reﬁgth of the Eias.

Much progress has béen'made recently toward understanding judgmeﬁtal
and.decision making processes. We need to éontinue this pursuit of basic
knowledge. Simoﬁ (1965, p. 92) outlining the historical development of
writing, the ngmber system, calculus, and other major aidé to thought,"
indicates the importance of sypthesizing‘descriptive and prescriptive
approaches,

All of these aids to human thinking, and many others, were
devised without understanding the process-they-aiaed--thé thought
process itself. The prospect before us is that we shall understand
that process. We shall’be able to diagnose the difficulties of
a . . . deciéion maker . . . and we shall Be able to help him
modify his problem éolving strategies in specific ways.

'We have no experience yet that would allow us to judge what
improvement in human‘decision making we might expect from the

épplication of this new and growing knowledge . . . . Nonethéless,

we have reason, I think, to be sanguine at the prospect.

Public Decision Making

In the docﬁ@gntl Water and Choice in the Colorado Basin, White and
his colleagues detailed a set of objectives and altermatives for managing
the Colorado River Basin. The report offers prescriptive'policy

suggestions while recognizing the constraints imposed by existing
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institutional arrangements. Thus, it proposes that a set of plans,
which involve structural and nonstructural methods, be developed which
explicitly recognizes the objectives of different parties and insti-
tutional or cultural constraints which limits the range of choice.

The study of the Colorado River basin provides guidance to policy
makers as to how one might dévelop a strategy for évaluating alternative
programs. It dqes not, ho&ever, address the question as to what is
likely toiemergeifrom this activity. In this.connection, the Federal
Flood Loss Reduction Program which was the result of the 1966 Bureau
of the Budget task forée which White chaired offers a blueprint for
a plan of action. The principal recommendation of this task force is
that both structural measures such as damsvand protection works and'
noéstructural means. (e.g., land use and building regulations;’warnings,
flood insurance) be considered in coping with flood problems.

Despite the public commitment to this program,xthere~have been

severe problems in actually implementing a multiple means strategy.

~

The many,agenéies involved in the flood problem, conflicting objectives
and limited data, have made it extremely difficult to coordinate pro-
grams in flood-prone‘communities; On the positive side, a direct outcome
of this task force report was the Natioﬁal Flood Insurance Pfogram |
with its emphasis on land-use fegulations and building codes as a
condition for éubsidized insurance.

bne way to facilitate gommunication among agencies‘with a common
data base is to develop some form of decision support system fgr analyzing
reséurce'managemgnt problems. The term "decision support system'" implies
the use of computers té:

1. Assist managers in their decision processes.




36

2, Support, rather than replace, ménageriai judgment.

3. Improve the effec;iveness of decision making.l
The key feature of a decision support system is that it enables policy
makers and interested users to experiment with alternative sets of
scenarios in :he confines of their office of agency. The computer
playé a key role in facilitating data analysis, standardizing the data
bases so that qifferent agencies have com@on points of communication and
énabiing relatively eésy comparisons of costs and benefits of different
programs.

At a descriptive level, a group at the University of Pennsylvania
have developed an %nteractive decision support system er disaster
policy analysis ih the hopes that it will facilitate the decision and
choice process of resoﬁrce managers (see Kunreuther et al., 1978b).

The mﬁdeling system can deal with sets of individual homeowners and
businesses. This feature enables tﬁe user to constfuct representations
of hazard-prone communities and examine impacts of mitigétion and
recovery programs on inhabitants as well as on external sectors such

as federal, state and local governments. |

To illustrate thé use of decision support systems in a specific
problem COntext,>consider the evéluation‘of alternative flood plain
management programs. Any adjustment or combination of adjustments
will.impact on a number of different stakeholders. Not only'are‘the
residenﬁs and buéinessés of the flood'plaiﬁ‘diréctly or indirectly
affected, but so are the general taxpayérs whé have to pay part of
the disaster bill. Businesses and induétrial concerns such as the

insurance industry, financial institutions, the construction and real

_estate industry are also impacted by hazard mitigation and recovery




.37
programs.

Figure 5 illustrates the'interactién among alternatives and
stakeholders affected by particular measurgs. The first four items .
represent simple adjustments for dealing with flood plain management;
the remaining alternatives Qould be a-combination of several adjustments.
We have listed a,representétive'set of stakeholders affected by each of
the strategies. The cells in the'matrix'éan be used to indica&eAcosts
and benefits of any stratégy. For example, a strategy of subsidizéd
floéd insurance would involve costs to flood plain residents and
businesses in the form of premiums, and benefits in the form of claims
following a disaster; the general taxpayer would incur the Eosts of
premiuﬁ subsidiés'but would benefit by having to pay for less disaster
relief. The private‘insdrance égents ﬁcuid have’administrativé costs
of operating the program but would receive commissions for their efforts.
Similarly, governmental agencies such as the Federal Emérgency Manége-.
ment Agency {FEMA) would incur program costs, but would help fulfill
their responsibility of feducing future flood losses.

The challenge in developing a meaningful flood plain management

program is to evaluate data entered in the various cells in the matrix

"shown in Figure 5 and to utilize criteria for selecting among them. A

flexible decision support systém enables policy makers to investigate

the relative performance of alternative strategies in various situations--
such as the 100~year flood. Sensitivity analysis caﬁ be performed to

determinetthe impagt of different socioeconomic and physical characteris~
tics of the flood prone area or the nature of fiaoding on the performance
of’different alternatives; The computer facilitates data analysis, stan~

dardizes data bases so policy makers can communicate with each._other
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and contrasts the relative’performance of different stfaéegieg on different
constituencies. |

The computer does not provide an‘aﬁswer as to which policy or set
of strategies is most desirabie for adoption; Rather it is' a toolﬂ
along with cost/benefit analysié and multiobjective planning for .
enabling policy @akers to weigh the tradeoffs among strategies and to
‘arrive at solutions. Policy makers will still have to maké~televant
‘value judgments in determiniﬁg a final course of action. ‘

Decision support systems can also provide users with insights
into the impéct of othef decision makers on their own activities. One
of the most inﬁeresting-récent experiments is the design of a system
for allocating public goods among individuals. Ferejohn, Forsythe and
Noll (1977)‘developed an interactive computer model which enabled public
broadcasting stationS‘ﬁb allocate their budget to different programs
based oh the actions of others. Ihe more Stations thch selected the
program, the léwer the cost to éach ind%vidual,sfation. After an
initial set of program selections, price information on the various
programs were disseminated to each individual staﬁion and they had an

opportunity to revise their choices. Within a relatively small number

of iterations a stable solution was found.

et e, s et - 7 o
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The important lesson of this experiment for our puréoses is the-
opportunity.of providing decentralized information to resource managers
who have to allocate a budget among a number of activities. A similar
mechanism for eliciting preferences through prices may lead to more efficient
allocation of scarceAresources,ahd better coordination bgtween fedreal, state
and local agencies facing similaf problems. In contrast to, the PBS

system where there is a budgetary deéision which must be made at regular
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intervais,'no specific deadlines force qoordinafion in the area of
resource management. By developing aﬁ interactive system for communica-
tion, there may be opportunities for sﬁaring,da;a and bringing groups
faciﬁg the same problems to address their budgetary allocation decisions
more systematically.

The-uée of decision sﬁpport systems‘fbr policy making pufposes is
only as good as the assumptions made by users. In the case of
resource managementfproblems which‘involve a numbér of interested
parties, each'having\their own objectives, defailed analyses of the
'impact of different programs have to be made. For such tools to be
useful, there must be an explicit recognition of the criteria on which
policies must be judged, as well as the constraints under which one is
operating. These ére'the basic ingredients for any choice model, as
Gilbert ﬁhite has stréssed in his papers on the subject and in his
bublic service actfi.viti_es.~ -He has been instruﬁental in awakéning public
and private decision makers: to the.need for systematically evaluating

different alternatives. The extent to which we can reap the benefits

of his efforts rests with our future endeavors.
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Footnotes

1. .Utility curves are unique up to a linear transformation.
Hence, two end péints can be arbitrarily specified and]ﬁ&:other
points on the curve estimated in relation to these two. For an
excellent introduction to the properties of utility functions and ways
to assess them, see Keéney and Réiffa (1976, Chapter 5).

2. The seminal work in this area is by»Stigler (1961). Exten-
sions of the analysis of and a comprehensive set of references on the
subject appears in Rothschild (1974):

3. The.nature Qf»the activity is basedon the classification
scheme'described by White and Haas (1975). Tﬂey categorize different
measures as either modifying the causes of the hazara (e;g., cloud
seeding of a hurricéne), modifying the vulnerability to the event
(e.g., flood ﬁrobfing) or distributing losses (e.g., insﬁrance ), p. 57.

4. A more extensive discussion of the selection of a discount
rate appears in the chaptér by Platt in this volume.

5. For purposés of this review, Qe will not dwell on the detailed
calculations of benefits and costs. Thé water resources area has
been the subject of a number of excellent aﬁalyses using this technique.
See, for example, Krutilla and Eckstein (1958), Hirshleifer, DeHaven and
Milliman (1960),vand Haveman (1965). A comﬁrehensive summary of the
benefit-cost methodolqu cén be found in Herfindahl and Kneese (1974).

6. TFor example, local cost-sharing on levees ranged from 0% to 49.77%

and channel improvements from 7.8% to 54.37.
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7. A more detailed discussion of this pfdcess is found in Keeney
and Raiffa (1976). LT

8. Programming approaches for structﬁring and'solViﬁg these
problems have been developed in the literature (see Dyer,“i922) and have
been proposed forlsolving sﬁecific resourcé management prob;ems
(e.g., Charnes, Cooper, Karwan and Wallace, 1979).

9. For a description of thesé group teéhniqués for program
planning see Deibecq, Van de Veﬁ and Gustafson (1975).

10. Russell (1979) contains a setoffpapers which describe
empirical tests of alternative theories of public decision making.

11. A more detailed discussion of the impact that ordefing the
items has on choice can be found in Plott and Levine (1978).

12. A more detailed description of the Flood Insurance'Pfogram
and its changes appears in the chapter by Platt in this volume. The
discussion here supplements Platt's historical review by calling
special attention to the relationshipABetween;crises arnd legislation.

13. This definiton is taken from Keen and Scott—Mortonﬂs (1978)

book on the subject (p. 1).
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Table 1

Practical Range of Adjustments and Consequences to Ms.

Waterman

State of Nature

No Flooding

Minor Flooding

Severe Flooding

Loss 0
Probability .90
\Adjustment:
Bear Loss Herself 0
Flood Insurance’ E ~-$50
Federal Reliefbr 0
Elevating House® -$2,000

~$6,000

.09.

-$6,000
- 250
~$4,000

-$2,000

-$20,000

.01

-$20,000

-5 250

-$18,000

~-$ 6,000

4 We are assuming $20,000 coverage at 2.50

deductible schedule -- maximum ($200, 2% of loss).

per $1,000 and the following

b For illustration purposes, we are assuming a $2,000 forgiveness grant

and no low interest loans.

C . ‘
We assume elevating the structure cost at $2,000,




Table 2

Ms. Waterman's Prior Estimates of River Height

Probability Event’
Less than 35 feet .90 - No Flooding
35245 feet .09 Minor Flooding
More than 45 feet .01 Severe Flooding
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Table 3

Four Aspects of Choice

for Evaluating Flood Adjustments

Nature of Time to Get Predisaster Postdisaster
Adjustments Activity Information Cost Cost
' . 3% : 1% A 2%

Flood

proofing Modify Vulnerability High Medium Medium
Elevate

house Modify Vulnerability Medium High Low
Insurance Distribute Losses Medium Low Low
Federal

Relief Distribute Losses Low Low High
Desired :

State Modify Vulnerability Low-Medium  Low-Medium Low

* Importance weight




TABLE 4

EVALUATION OF TWO PROJECTS UTILIZING

BENEFIT-COST ANALYSIS

Project A

Sector

Low Income
Middle Income
High Income

Benefits

Expected
Annual Savings in
Flood Damage

Project
Cost

Net Benefits

500
100
80

680

600

80

Project B

Sector

Low Iﬁcome
Middle Income
High Income

Benefits

Discounted Expected

Annual Savings in
Flood Damage

Project
Cost

‘Net Benefits

120
130
400

[

650

500

150

NOTE: A1l benefits and costs in thousands of dollars.
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Figure 1. The Decision-Making Process
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Figure 2. Ms. Waterman's utility function for different losses
of money.. '
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Figure 3.

Expected
. Disutility Disutility
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Decision tree for Ms. Waterman's adjustment.
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Process 1

Nature
of

Activity,

Eliminate

Maintain

Insurance
Federal Relief

Flood Proofing
E]evatipg House

Pre-
Disaster
Cost

Eliminate Maintain
Elevate Flood
House Proofing
FINAL
CHOICE

Figure 4.
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Process 2

Pre-

Disaster

Cost

Eliminate

Maintain

Elevating
House

Flood Proofing
Insurance

Federal Relief

Post-
Disaster
Cost

Eliminate Maintain

Flood Proofing Insurance
Federal Relief
FINAL

CHOICE

Two processes using elimination by aspects.




POUR——

- O

ot e e S

Flood Plain

‘ Private ’ i
Residents § Community-Tginiriis Sector szern@ent
Businesses pay Groups genc1esk
Strategies
A. Flocd Proofing
' o 4
B. Subsidized Insurance
C. Lland TUse Rezulations
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. .
Above. Approaches

Figure 5. Strétegy - Stakeholder Matrix






