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yRegulation of Risk: A Psychological.Pefspective

Technology has enhanced society's ability to utilize the environment,
eradicate dread diseases, and fashion a life of comfort and leisure. But it
has become increasingly appérent that.these benefits gré accompanied‘by a
variety of hazardous ' side effects. Hardly a day passes that doe; not reveal
some new dénger'in our foods, our homes, our workplaces, our leisure
'activities,vor our natural enviroﬁﬁents. |

In a world where'moré'and more Americans are‘comiﬁg to‘see themselves as
the victims rather thaﬁ the beneficiaries of technoloéy, it is not surprising
that the control of hazards has pecome a major concern of society and a
gro&ing responsibility of EOVernmeﬂt. During the past decade,Aand unpre-
cedented assemblage of powerful fegulétory bureaucracies has been éreated and
charged with answering myriad formsAof the question "How safe is safe enough?”
The cost of thesebefforts to manage risk has been estimated at $1.4-$4.2
billion per yéar (Fischhoff, theneméer, Kasperson & Kates, 1978). Yet
despite this massive effort\(some would say because of.it), the public feels
increasingly vulnerable toAthe risks froﬁ téchnology aﬁd believes that the
worst is yet to come.(sée Tables ia snd-lb). Regulatory égenciesAhave been
embroiled in rancorous céhflicts, caught between a fearful and uﬁsatisfied
public on one side and fr;strated technologists and industrialists on the
other (Table lc).. The latter see the pursuit of a "éero—risk society" as
trampling individual rights, thwarting innovation, and jeofardizing’the
nation's eéoﬁdmic and political stability.. The way in which these conflicts
are resolved will affgct not just the fate of particular technologies but the

fate of our society and its social organization as well,




Insert Table 1 about here

The urgent need tolreduce conflict and,improve the management of risk
poses a challenge-to'scholars and scientists from many disciplines.‘ Technical
issues, such as'thelidentification of hazards and the assessment of the
probability and magnitude of their consequences, require the efforts of
physical scientists, biological scientists, and engineers. Social issues,
pertaining'to the evaluation'of these identified hazards and the decision
making invoked in their management, require the knowledge and skills of
1awyers, political scientists, geographers, sociologists, and economists.

Psychology, too, can contrlbute to the management and regulation of risk.
In recent years, empirical and theoretical research on the psychology of
decision maklng under risk has produced a body of knowledge that should be of
value to those who seek to understand and 1mprove societal dec1s1ons. This
chapter aims to describe some components of this research. Rather than being
comprehensive, we focus on investigations grounded in cognitive psychology,
psychometrics, and decision theory, with emphasis on our own research program
and the related-work~of;a few colleagues. Our efforts ‘are guided by the

assumption that those who promote and regulate high—risk technologies need to

~ understand the ways‘in which people think about risk, the outcomes of tech-

nology that people deem to be important and the values that they attach to
these outcomes. Wlthout Such understanding, well-intended policies may be
ineffectlve, perhaps even counterproductive,

Overv1ew of this_ chapter

This chapter-is divided into four sections. In the first section we

describe some of the research on human intellectual limitations, with




particular‘focus on the problems that occur when people séek to make sense out
of a probabilistic environmeﬁt and attempt to resolve the value conflicts
arising frbm decisions,about‘béﬁeficiai but hazardous éctiviﬁies. We point
out the difficulties people have in thinking‘intuitively about risk and
uncertainty. ;We argue that people's.perceptions of the world are deficient
and that fheir'preférencés ére_sometiﬁes_pnstable, vague, or inconsistent.

The fesults of'this-researchﬂrun couﬁter to the traditional presumptions of
knowledge and rationality thaf underlie ecohomic'apprb?ches to decision making
uﬁder risk. In doing so, these résults challenge the viability of market
mechanisms for manag;ng risk #nd thereby suggest thatbgovernmental regulation
of risk is needed. A common reaction of industry and.government officials to
evidence of ignoranpe,;misinformation; or faulty thinking has been to call for
educational programs to correct these shortcomingé. While we.applaud such
efforts and do believe‘tﬁat peoplé'are educable, our‘emphasis is on the
obstacles such prégrams'must ovefcomé.

The second section of this chapter shows how some of the findings of the
first section can be aﬁplied to two éﬁecific policy problems. Both the
problems described here concern the extent to which people engage in actions

" that protect them from risk: pufchasing flood insurance and wearing seat
belts. We argue that educational programs designed in the.light of cognitive
research are more 1ikely-p9<be effective than programs not based on an under-
standing of the causes bf peoplé's resistance to protéctive behavior.

In the third_sectio;, we describe research on the'perceptioﬁ of risk,.

This research explores what people.mean when they éay that a technplogy or

activity is risky. We find that many attributes other than death rates




determine judgmente pf.riekiness. Such attributes inelude catastrophic
potential; risk to future generations, and dread. AIﬁ contrast with the first
section, the tone of this section is optimistic. We find that laypeople have
strong, consistent and reasoﬁable views about risk. In fact, their model of
what\constitutes risk apfears to be much richer than that held by most
technical expeftse

The final section is a discussion of the problems encountered in trying to
answer the question, "How safe is safe enough7 We first discuss the generai
nature of acceptable—rlsk problems and the approaches one could take to solve
them. We then discuss the issue of establishing safety goals and standards,
withfparticulaf emphasis on nuclear reactor safety. “In our view, social
issues have beeﬁ,neglected in past proposals for safety goals. In this
section we discuss‘ﬁhe implications of risk-perception research for the
incorporation of social issues in safety—standard deeisions.

- Conf?ontiﬂg Heman Limitations

The traditional yiew of human_mental processes aésumes ;hat we are intel-
lectually gifted creatures. Shakespeare referfed to men as'"noble in reason,
inflnlte in facultles...the beaﬁ;y of the world, the paragon of animals.”
Economic theory, w1th its presumptions of well 1nformed rational (utility
maximizing) dec1sion makers, has echoed this theme. As economist Frank Knight
put it, "We are so bu1lt that what seems reasonable to us is likely to be
confifmed by experience or we coeld not live in the world at all” (1921, p.
é27).~ Given freeeom of choice, adequate informatioh, and ratienal decision
makiﬁg,'people'S'beha§ior'in thé marketplace should manage risk adequately.

In such a world, there would be little need for regulatory interventions.




Over the years, economists and others have come to'recognize that the
idealized viéws on which the freg market approach is based do nqt hold. The
real issue is not whether to regulate, but how much to regulate and how to do
it. Provision of information to consumers, standards, restrictions,.andvbans
compete as alternative modes of intervention (Joskow & Noll, 1980). To make
effective choices among tﬁese options, it is necessary to know something of
the natureband extent of human'iﬁtellectual limitations. Although we are far
from having completé‘understanding, much has been. learned in recent years that
- may have implications for regulétory'policy.

Bounded Rationality '

An important early critic of the rational mddel'é descriptive adequacy was .
Herbert Simon, ﬁho drew upon psychological research to challeﬁge»traditional
assumptlons about thevmotivation, omniscience, and computational capacities of
"economic man." As an alternative to utility maximization, Simon (1957)
introduced the notion of "bounded rationality,” which asserts that cognitive
limitations force people to construct simplified models of the world in order
to cope with it. To predict behavior "...we must understand the ‘way in which
this simplified model is construdted, andAits construction will certainly be
felated to 'man's' psychological pfoperties as a perceiving, thinking, and
learningfanimal" (p. 198).

During the past twenty years, the skeleton theory of bounded rationality
.has been fleshed out. We have learned much about human cognitive limitations
and their implicatiohs for behavior—¥particu1arly with regard to decisions
made in_the face of uncertainty and risk. Numerous studies show that people

(including experts) have great difficulty judging probabilities, making pre-
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dic;ions,.an& otherwise attempting to cope with uncertainty. Frequently these
difficulties can be t;acéd to the use of judgmental,heuristics, which serve as
general strategies f@f simplifying complex tasks. These heuristics are valid
in.many'cirqumstances, but in others they leaa to large and persistent biases
with seriousvimplications for decision making. Much of this work has been

. -
summarized by Kahneman; Slovic and Tversky (1982), Nisbet and Ross (1980),
Slovic, Fischhoff and Lichtenstein (1977), and Tversky and Kahneman (1974),.
In the remaiﬁder of this section we shall discuss two general manifestations

- of bounded rationality that are particularly relevant to regulation of risk.

These topics are judgmental biases and uncertain preferences.

Judgmental Biases in Risk Percgption

If people are to-respond optimally to the risks they face, they must have
reasonabiy.accurate ﬁérceptions of thg magnitude of those riéks. Yet the
formal e&ucation of most laypeople rarely includes any serious inétruction in
how to assesé ;isks. ‘Their subsequent learning is typically restricted to
unsystematic personal experience and news @edia reports. Perhaps it should
not be surprising.;hatvpeople offen are misinformed, rely on suboptimal risk
assessment heuristics, and'failvto understand the limits of thei? own
knowledge.‘

Availability. On inferential strategy that has special relevance for risk

perception;is the availability heuristic (Tversky & Kahneman, 1973). People
using this heuristic judge an event as likeiy or frequent if instances of it
are easy to imggineior recall.> Because frequently occurring events are
generaily easier to imagine or recall than are.rare events,'avéilability is

often an appropriate cue. However, availability is also affected by factors




enrelated to frequenconf occurfence. For example, a recent disaster or a
v1vid film could seriOusly b1as risk judgments,

Availability bias is illustrated by several studies in which people judged>
the f£equenc§ ef 41 causes ef death (Lichtenstein et al., 1978). In one
study, these people were first told the annual death toll in the United States
for one cause (50,000 deaths from motor vehicles acc1dents) and then asked to’
estimate the frequency of the other 40 causes. Figure 1 compares the judged
number of deaths per year with the number reported inipublic health
statistics. If the frequeney‘judgments equalled the statistial rates, all
data points would'fall;on the identity line. Although‘more likely hazards
generally evoked higher estimates, the points were seattered about a curved
line that lay sometimes above and sometimes below the line of accurate
judgment. In general, rare causes of death were overestimated and common
causes of death were underestimated. In addition to this general bias,
sizable specific biases are evident in Figure 1. For example, accidents were
judged to cause as many deaths as diseases, whereas diseases actuall& take
about 15 times'as many lives. Homicides were incorrecfly judged as more
frequent than diabetes and stomach cancer deaths. Pregnanc1es, births, and
abortions were judged to take abOut as many lives as diabetes, though diabetes
'actually causes about 80 times more deaths. In keeping with availability
consideratiohe, causes of &eath that were overestimated (relative to fhe
curved line) tended to be dramatic and sensational (accidents, natural
disasters, fires, homicides), whereas underestimated causes tended to be
uﬁspectacular events that claim one victim at a timeAané are common in non-

fatal form (e.g., smallpox vaccinations, stroke, diabetes, emphysema) .




Insert Figure 1 about here

The availabilityrheuristic”highlights the vital Fole of expefience as a
determinant of perceived risk. If one's experienées are misleading, one's
perceptions areAlikely to be inaqcurate. Unfortunately, much of the
informatién to whiqh people are exposed provides a diétorted picture of the
world of hazards. One resplt of this is that people tend to vieﬁ themselves
as personélly immune to certain kinds of hazérds.( Research shows that the
great majority of individuals believe themselves tovbe better than average
drivers (Svenéon, 1981), more likely than averége to live past 80 years old
(Weinstein, 1980), less likely than average to‘be harmed by products that they
use (Rethans, 1979), and so on. Although such perceptions are obviously
unrealistic, the risks}may look very small from the_pérspective of each
individual's experience. Consider automobile dfiVing: despite driving too
fast, following too cloéély, etc., pobr driveré make trip after trip without
mishap. This pefsonal experience demonstrates to them their exceptional skill
and safety. Moreover, tﬁéir indirect experience via the news media éhows that
when accidents happen, they‘ happen to others, Givén such misleading
expefiences, pegple may feel quite justified in réfusing to take:protective
actions suchvas/wearng seat belts (Slovic, Fischhoff & Licﬁtenstein, 1978).

In some situations, failure to appreciate the limits of avéilable data may
lull people into complacency. For example, we asked people to evaluafe the
completeness of a faﬁlt tree showing the problems that could_pause a car not
Vto start when the ignition key was turned (Fischhoff et al., 1978).

Respondent's judgments of completeness were about the same when 1ooking at the
\ ,




full tree as when lboking at a tree in which half of the causes of starting
failure were deleted. In keeping with the availability heuristic, what was
out of sight was also out of mind.

Overconfidence. A particularly pernicious aspect of heuristics is that

people typically have too much confidence in judgments based upon them.'.In
another follow-up to the study on causes of deatﬁ, people were asked to
indicate the odds that they were correct iﬁ chooéing the more frequent of two
lethal events (Fischhoff ét al., 1977). 0dds of 100 : 1 or greater were given
often (257 of th? éime), However, about éne out of every eight answers
associated wigh such extreme confideﬂce was wrong (fewer than -1 in ;00 would
’

have been wrong had the‘odds been appropriate). At odds of 10,000 : 1, people
were wrong about 102 of the time;"THe psychological basis for this unwar-
ranted certainty seems:to be an insensitivity'to;the tenuousness of the
assumptions upon which one's judgments are basedf For example, extreme
confidence in the incorrect assertion that homicides are more frequent than
suicides may'oécur because pedple fail to apbreciate that the greater ease of
recalling instances of‘homicides is‘an imperfect basis for inferenée.

Overconfidence manifests itself in other ways as weil. A t&pical task in
estimating uncertain quantities such as failure rates is to set upper and

lower bounds so that there is a certain fixed probability that the true value

lies between them. Experiments with diverse groups of people making many

different kinds of judgments have found that true values tend to lie outside

.of the confidence boundaries much too often. Results with 98% bounds are

typical. Rather than 2% of the true values falling outside such bounds,

20-50% usually do so.(Lichtenstein, Fischhoff & Philliﬁs, 1982). Thus people
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think that they qan-gstiﬁate uncertain quantities with much greater precision
than they actually can.

Unfortunately, once experts‘are forced to go Beyond their data and rely on
judgment, they may be as prone to overconfidénge as laypeople. Fischhoff et -
al. (1978) repeated'theif fault-tree study with professional automobile
mechanics (avéraging‘ébout 15 years of experience) and found them to be about
as inéénsitive as layperéons‘to deletions from the tree. Hynes and Vanmar cke
- (1976) asked seven "intefnationally‘known" geotechnical engineers to predict
-the height of an embankment that would cause a clay foundation to fail and to
specify confidenc; bounds around this estimate that were wide enough to have a
50% chance of énclosing the true failure height. None of the bounds specified
by thqse individuals actually enclosed the true failure height.

Further evidence éf expert overcénfidencermay be foﬁnd in many. technical
risk assessments.' For example, annéfficial_review of the Reéctor Safety Study
concluded that despite ;ﬁe study's careful a£tempt to calculate the
probability of a core ﬁeitdown in a nuclear reactor, "we are certain that the
error bands are understated. We cannot say by how much. Reasons for this
include an inadéquate daté}base, a‘poor statistical treatment [and] an
inconsistent propagétion.of uncertainties throughout the calculation” (U.S.
NRC,A1978, p. vi). The 1976 collapse of the Teton Dam provides another case
in point. The Committee on Governmeﬁt Operations attributed this disaster to
the unwarfanted coqfidenCe of engineers who were absolutely certain that they

had solved the many serious problems that arose during construction (u.s.

Government, 1976).
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Uncertain Preferences: Difficulties in Evaluating Risk

As difficult as it @ay be to perceive Hazards and to deél with their
inherent Uncer£ainties;,the process offevaluating the good and bad outcomes
associated with hazardous activities and making decisions as to the management
of these activities appears to be at least as demanding. Yet evaluation is

the heart of decision making for the individual and the policy maker. Simon

(1956) is well known for his assertion that boundedly rational individuals are ,

motivated to obtain only some satisfactory, and not necessarily maximal, level

of achievement, a tendency he labelled "satisficing.” In !recent years,
criticism of the tra&itional utility maximizatidn theory has taken a somewﬁat
different turn. With regard'to the consequénqes of Hazardous activities, many
investigators now question the assumptiqns that people have stable, precise
values or utilities, which are readily measurable ;nd are'integréted with
prébabilistic considerétions by means of the expected utility principle (see,
e.g.,AArrow, 1981; Fischhoff, Goitein & Shapira, 1982; Kahneman & Tversky,
1979; Marqh, 1978; Schoemakgr, 1982; Tversky & Kahneman, 1981; Fischhoff,
Slovic &‘Lichéenstein, 1980a, b; Slovic, Fischhoff & Lichtenstein, 1982).
Evidence is modnting invsupport of the-viéw that our valﬁes are oftén not
clearly apparent, even to.ourselves, that methods for measuring vélues.are
intrusive and biased, that the structuré of any decision prqblém is
psychologically unstablé, and that the proéesses whereby elusivé values are
integrated into decisions within such unstable stfucturesllead»to actions that
differ in dramatic wéys.from the predicfions of utility theory. Althouéh

space does not permit a full discussion of this new view, some of its elements

are discussed briefly below.

’
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_Labile values. Along with contemplatiﬁg the probabilities of various

decision consequences, we must assess how desirable they are. What do we want
to happen? What do we want to avbid? Ho% badly? Sucﬁ questions would seem
to be tﬁe last redoubt of unaided intuitiqn. Who knows better than the
individuél what he or she prefers? When one is considering simple, familiar
events with which pebple have direct experience, it may be reasonable to
.assume»that they have well-articulated preferences. But that may not be so in
the case of the novel, unfamiliar consequences pdtentially associated with
outcomeé of events éuch as surgery, qarbon—dioxide?induced cliiatic change,
nuclear meltdowns, or genetic engineering. In these and other circumstances,
our values may be incoherent, not sufficiently thougﬁt 0u£ (Fischhoff, Slovic
& Lichtéﬁstein, 1980a, b). When we think about acceptable levels of risk, for
example, we may be unfamiliar with the terms.used in such debates (e.g.,
social discount rateé,‘miniscule probabilities, megédeaths). Ve may have
contradictory valuesn(é;g., a s;réng aversion to catastrophic losses of life
but an awareness that we are no more moved by a plané qrash with 500
fatalities than one witﬁ 500);~.We may occupy diffefent roles in life
(parents, workers, children) éaéﬁ of yhich produces clear-cut but inconsistent
values. We may vacillate between incompatible but strongly held positions
(e.g., freedom of speéch ié'inviolate,-but it should be denied authoritarian
movements). We may not even know>how to bégin thinking abqut ;éme issues
(é.g., the appropriate tradeéﬁfs between the outcomes of surgery‘for cancer
vs. the very different outcomes froﬁ rédiation thetaby).‘ Oﬁr views may change
so much over time‘(say, as we néar the hour of decision or of ekperiencing the

consequences) " that we are disoriented as to what we really think.
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At leasf one reguiator nas anpreciated the difficulties bosed ny uncertain

and labile values., Former FDA Commissioner Donald Kennedy,‘wrote: |
There is genuine pub11c ambivalence about risk in this country—-not

about how much risk there is, but about how much risk we want. JOur

citizens are uncertain about how much government intervention in the

interest of theiryhealth they will tolerate, and they are also uncertain

about how many other things——nen inventions, creature comforts, old

habits, progresé—ethey are preparéd to sacrifice to become safer. One

does not resolve such doubts merely by stating the risks more precisely

(Kennedy; 1981, p.‘60). |

Competent technical analyses nay tell us what'primary, secondary, and
tertiary consequences £§ expeéf,_but_not what these consequences really

entail. To some extent we are all prisoners of our past experiences, unable

to imagine drastic changes in our world or health or relationships.
N ) S

Unstable. decision frames. In addition to the uncertainties that sometimes
surround our yalues; peréeptidns of the basic structure of a decision problem
are'also unstable. ‘Thevacté or oﬁﬁions available, the possible outcomes Or
consequences of those acts, and thé cont.ingencies or conditional probabilities
relating outcomes to'néts make un what Tversky and Kahneman‘(1981) have called
the “"decision frame.” Much as changes inAvantage point induce alternative
perspectives on a visual scene, the same decision problem can Be subjeét to
many alternative frames (see Figure 2). Whichever frame a deninion maker
adopts is determined in part by the external formulation of the problem and in
pért by the étannards, nabits, and personal chnrécteristics of ;he decision

maker. Tversky and Kahneman demonstrate that normatively inconsequential
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changes in the framing of decisiod problems significantly affect preferences.
These effects are poteworthy because they are sizable (often comolete
reversals ofvpreference), becau;e,they violate important consistency and
coherence requirements of economic theories of choice, and because they

influence not only behavior, but how the consequences of behavior are

experienced;

Insert Figure 2 about here’
4

Tve;sky and Kahneman (1981) présent numerous illustrations of framing
effects, one of oﬁich~1nvolves the following pair of problems, given to
separate groups oflrespondents. |

1. Problem 1. Imaglne that the U.S. is pfeparing for the outbreak
of an unusual disease, which is expected to kill 600 people. Two
alternative programs to combat the diseasevhave been proposed. Assume
that the consequences of the programs are as follows: If Program A is

adopted, 200 people oill«be saved. If Program B is adopted, there is 1/3

probability théti660 peoplé will be saved, and 2/3 probability that no

people will be saved. Which of the two programs would you favor?

2. Problem 2. (Same cover story as Problem 1.) If Program C is

adopted 400 people will die. If Program D is adopted, there is 1/3

probability that nobody will die, and 2/3 probability that 600 people will

dié. Which of the two programs would you favor?

The preference patterns tend to be qulte different in the two problems.
In a study of college ofudents, 72% of the respondents chose Program A over

Program B and 78% chose Program D over Program C. Another study, surveying
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physicians, obtaine&;very similar fesults, On closerAexamination, we can see-
that the two problems are essentiéily identical. The only difference between
them is that the ouﬁcomes are described by the number of lives saved in.
Problém 1 and the pumber of lives lost in Problem 2. ”

To explainAthese and many other violations of gtility theory, Kahneman and
Tversky (1979; see also Tversky & Kahnemén, 1981) have developed a describtive
model,Acalled prospecf theory. The pfimitives of this Fheory are a value
function, v(x), thch attaches a subjective worth to each possible.outcome of
a gamble ér prospedt;'and a proﬁability‘weighting function, ‘m(p), which
expresses the subjective importance attgched to the probability of obtaining a
partiéular‘outcome. The attractiveness §f a gamble ghat offers a chance of p
to gain x.an&’a chance of q to lose y would be equal to T(p)v(x) + "(q)v(y).
The value function is defingd on gains>and lbsses reIativg to some
psychologically meaningful (neﬁtrél) reference poinf. A second feature of the
value‘function is that the function is steeper for losses than for gains,
meaﬁing that a given cﬁ;nge in one;s status hurts more as é loss than it
pleases as a gain.-"A=thifd featuge is thét it is concave above that reference
point and convex below it, mean;ng, for example, that the gubjective
difference between gaining (or losing) $10 and $20 islgreater than fhe
differénce between gaiqiné (or losing) $110 and $120.

Perhaps the most notable‘féature of the probability weighting function is
the great importance attached fo outcomes that will be received with
certainty. "Tﬁus, fqr‘example; the prospect of losing $50 with probability 1.0

is more than twice as aversive as'theAprospect of losing the same amount with




probability_.S.. For intermediate probabilities, the weighting function is
somenhat insensitive torchanges in probability. For example, +5 chance of
w1nning $50 would not be 257 more attractive than a .4 chance of w1nn1ng $50.

The way a problem is framed determines both the reference point (the zero
point) of the value function and the probabilities that are evaluated. If n
and v nere linear functions, preferences among options wonld be independent of
the framing of acta; odtcomes, or contingencies. Becanse of the
vchatacteristic nonlinearities of m and v, however, different frames often lead
to diffetent decisions,

One 1mportant claes of ‘framing effects'deals w1th a phenomenon that'
Tversky and Kahneman (1981) have called pseudocertainty.' Mental
representations of protective actions may be easily manipulated so as to vary
the apparent certainty with which thep prevent harm. For example, an
insurance policy that‘covers fire but not flood could be presented either as
full protection against the specific riek of fire or as a reduction in the
overall probability of property.loss. Because outcomes'that are merely
probable are undernalued in comparison with outcomes that are obtained with
certainty, Tvereky and Kahneman hypothesized that the above insurance policy
should appear nore attractive in the first context (paeudocertainty), which
offers unconditional protection against a restricted set of problems. We have
tested thie conjecture in the context of one particular kind of protection,
vaccination. Two forms of a "vaccination questionnaire” were createda Form I
(probahilistic protection) described a disease expected to afflict 20% of the

population and asked people whether they would volunteer to receive a vaccine
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that pfoﬁects half of the éeOple receiving it, Accordinglto Form II (pseudo-
cértainfy),.théﬁe weré two  mutually gxélusive and equibrobable‘strains of the
disease, .each likely to affiicg 10% of fhe population; the vaccinétion was
said to'give complete protection égéinét one strain -and no proteétion against
the other, |
The'participants in this study were college students. Half reéeived-Form

7

I; the other haif received Form II. After réading tﬁé'description, they rated
the likelihood that tﬁey‘would get vaccinated inlsuch‘aksituatipn. Although
both forms indicated that vaccinatiqh reduced one's overall risk from 20% to
10%, we expected thé; vaccination wbuld'appear more attractive to those who
received Form II (pséﬁdocertainty)‘than to those who received Form I
(probabilistic prétectidn); The results confirmed this prediction: 577% of
those wﬁo received Form II“ihdicafed they would get vaccinated compared with
40% of thoée who received Form I.

The pséﬁdbcertainty effect highlights'the contrasthetwéen Ehe reduction
and the elimination of risk, 'As Tversky and Kahneman:have indicatea, this
distinction is diffiéult to justify on any normative grounds. Moreover,
manipulations of ceftainty would.séem to have important implications for the
design and'description of other forms of protection (e.g., medical treatmeﬁts,
insurance, flood- énd earthuake-proofing aCtivities).r

Anoth;r category of framing effects coﬁes from the way in which one is to
respond to a decision problem. Althougﬁ people are sométimes free to choose

their response mode, typically some external source defines the problem as

involving either judgment (of individual options) or choice (selecting one
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ffrom two of,méfé)optibﬁs).k Many theofiés éf decision making postu1ate an
-equivalenéé bétween judgment and choice, assuming that each option, X, has a
 vaIue, v(x), which detefmineé its attractiveness in bothicontexts (see e.g.,
Luce, 1977). However, tﬁe descriptive»validity of these'theories is now in
qﬁestion;‘ Recent reséarch has demonstratedftﬁat thelinformation—processing
strateéies used-in making choices are éfﬁen quite different from fhe |
strétegieslemployéd in judéing single options. In barticular, much of the
thinking‘priof to chdiée appears to be aimed at comstructing a concise,
coherent set of reasons that justify thevselectioﬁ qf one optioﬁ over the
others (Tversky, 1972; Slovic, 1975). Judgmént of sinélé options are based
eitﬁer on different justifications or on a vafiety of non—justifica;ory
processes. . As é‘resuit; choices and evaluative judgments of the saﬁe options
often differ, soﬁetime;.dramAfically. |
An exémple of tﬁe &ifferénces that can.occur between evaluation and choice
comes from twéAéxperiments.(Lichtenstein & Slovic, 1971, 1973), one of which
was conducted on the floor of the Four Queens Casino in Lés Vegas. Consider.
the following pair of;gambles uSed'in.the Las Vegas éxperiméﬂt:
| Bet A: 11/12 chance to win 12 chips
‘ l/ié chance to lose 24 chips’
Bet B: :2/12 chance to win 79 chips
10/12 chance to lose 5 chips
where the value of each chip hés been previously fixed at 25 cents. Noticg
that bet A has a much Bettef chance‘of winning, but bet B offers a higher

winning payoff. Subjects indicated, in two ways, the attractiveness of each

bet in many such pairs. First they made a simple choice, A or B. Later, they
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were asked to aséume that they owned a ticket to piay each bet,‘and they were
to state the lowest‘price for which they would sell this ticket.

(Presumably, these'selling prices and choices are both governed‘by the same

~underlying quelity, the attractiveness of eech gamble: Therefore, eubjects
should have stated higher selling prices for the gamﬁles that they preferred
in the choicevsituation. In fact, subjects often chose one gamble, yet stated
a higher selling price foe the other. For the particular pair of gambles
shown above, A and B were chosen about.equally often. However, bet B received
‘a higher selling price about 88% of the time. Of the subjects who chese bet
A, 87% gave a higher‘selling price to bet B, thus exhibiting an inconsistent
preference pefern. Grether and Plott (1979), two skeptical economists, .
replicated tﬁis study witﬁ{numerous variations designed to show that the
.observed inconsistencies were artifactual. They obteined essentially the same
results as Lichtensfein and Slovic.

What accounts for this inconsistent pattern of preferences for gambles?
Lichtenetein and Slovic concluded that subjects usedﬂdifferent cognitive
strategies whep setting prices'and making choices. Subjects often justified
the choice of‘ﬁet A in terms of ite goed odds, but they set a higher price for
B becausejthey were gfeatly influenced by its large Winning payoff. Fer
example, peqpie Qho foued a gamble basically attractive used the ameunt to win
as a starting point. Thef then adjusted the amoent to win downward to
accomo&ate the 1ess—than—pe§fect chance of winning end tHe fact that there was
some amount to‘iose asﬁweil. Typicelly, ehis adjustment was small and, as a
result, large Winning payoffs caused people to set prices that were

inconsistent with their choices. -
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Anothe; example of the_interaction between framing, respgnse mode, "and
justificatory processes comes from a study in which we freseﬁted college
studeﬁts gnd members of the League of Wo&én'Voters witﬁ two different but
logicaliy réléted_tasks. Task 1 was a,variétion of the.éiﬁil defense .problem
shown in Figure 2. The cover story was the same but the options read as
follows:

Option A: ‘carrigs with it a .5 probability of containing the threat
with a loss of 5 lives and a .5 probability of losing 95 liﬁes. It is
like taking the‘gamble:

.5 lose 5 lives-

.5 lose 95 lives

Option B: éafries with {t a .5 probability of containing fhe threét
ﬁith a loss of 40 lives and a’.5 probability of lqsing 60 lives. It is
like taking thé gamble: |

.Svlose 40 lives

;5 lﬁse 60 lives

Subjec;s were asked £0'select one of these two options.. The second task askéd
them to rate Lheir agreement with each of th?ee functions‘representing the way
that society should_evalﬁateAlives in multi-fatality situations (see Figure‘
3). AThe instructions for the second task (oﬁitted in Figure 3) provided
elaborate rationales for adoptingfeach‘of the functional forms over a range of
between 0 and 100 lives lost in é single accident. Briefly, the linear form
(curve‘l) represents the viéw that every life lost.is equally costly'to
society. The expdpentially increasing function‘(cﬁrvé 2) répresents the view

that large losses of life are disproportionately serious (e.g., loss of 20
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lives is more than twice as bad as loss of 10 lives). Curve 3 represents a
reduced sensitivity to large losses of life (e.g., loss of 20 lives is less
tﬁan twice as bad as. loss of 10 liveé). After;studying éach curve and its

rationale, subjects were asked to indicate which they agreed with.

Insert Figure 3 about here

' More than ﬁalf of,all subjecés.chose option A in Task 1 and égreed most
with cur&e 2 in the éeéond task (Figure 3). However,” option A. indicates é
risk—-seeking attitude towafd;loss of life, whereas curve 2 represénts.risk
aversion, Choice of option A woulJ;be‘consisgent with curve 3, whi;h was the
least favored curve. These inconsistent resul;s were not changed appreciably
by changing the degree of elaboration in the rationales given for the three
curves. |

‘Subjects who were confronted with‘the inconsistency in their responses
refused to chgnge. They claimed to see no connectioq between the two tasks.
Most appeared to be relying on some variant of the follgwing justification for

choosing option A: "It would be immoral to allow the loss of 40 or more lives

. when option A presents a good chance of coming out of the situation with only

"a few lives lost.” This perspective was evoked by the structure of the choice

problem but not by the task of,évaluating the three functional relationships.

Implications for Regulation

Implications for policy. Bounded rationality, in the form of difficulties

in probabilistic thinking and risk perception, illeefiﬁed and labile
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. preferences, information-processing limitations, and the presence of potent

and easily manipulable decision frames, provides a rather startling contrast

'to.the_presumption of ratiohality upon which much economic and regulatory )

théory is based.

Although bounded ratioﬁélity undoubtedly characterizes much individual
decision making, its &mpliéations'for fegulatory policy remain unclear. At
one extreme, séme regulators have used the‘psychologiéal evidence oﬁ
judgmental liﬁitations go aréue:that ;public intervention [is] necesséry for
the protection of working men and women in this country” (Bingham; 1579). At
the other extreme are those who argﬁe tﬁat mérket decisions will be more

" . [ : . .
resistant than regulatory decisions to cognitive biases because in the market-
place rational agenfs will survive at the expense of others. Scientific
evidence regarding the prevalencé‘and impact of cognitive biases in market
decisions is lacking. Contradictory'notions abéund. Hogarth‘(1981)
hypothesizes that dynamic, c§ntinu0ﬁs, interactive énvironments (such as the
marketplace) will redﬁqe:the infldén;es‘of biases, which have typically been
observed in discrete, static‘settings. On the o;hgr hand, Mackay (1852)
provides rather dramatic anecdotél.evidence demoqstrating that financial
markets may gctually compound and exaggerate the biases of individual
invéstorsl; ﬁOre recent evidencé‘of this is provided by Dreman.(l977, 1980).
Clearly, resgérch to clarify this issue should be given. high priority.
Epstein (1979) posés: the challenge well in the regulatory context:

The cognitive biases so well-identified need not exhibit themselves at a

constant rate across environments. The question therefore arises: what type




of igstitutional_arraﬁgements,make it more likely that the individual deciéion
makers will be able to overcome their own pérsonal limitations and what tybe
. does ﬂot?

Ig ié a-primevordeerf business to organize our social institutions to
facilitate deéisions ﬁhét are free‘ffom theipervasive influence of cognitive
bias.

Mény impoftant questions ?emain unanswered at phis time. Howéver, we know
enough, we beiieve, to:afgue that approaches té‘;isk management should start
with the préspmpfion of bounded rationélity and investigate the extent to
which various market and regulatory'mééhanisms can overcome the limitations of

individual minds.

Implicatiqns for asSessingnvalues. Decision problems with.high stakes
tend to be uniéue and unfamiliar., vThey draw us into situations in which we
have not adequately tﬁought through.the-implications 6f values and beliefs
écquired in simplér,‘mére familiar‘settings. ﬂYét, at the same time, many have
argued that valuég must be made explicit and incorpogated into regulatory
decision making (see, e.g., Kennédf, 1981). But ﬁow'should this be done?

Some call for direct elicitation of‘vaiues thropgh'sﬁfveys, hearings, and the
like, whereas others prefer-to infer'values from the preferences "revealed” in
ongoing decisions. Bqth approaches assume that.people'kﬁow their own values’
and that elicitation methods are unbiased channels that translate subjéctivé
feéLings in;b'analyfically:usébie,expressions.

'Thése assumptiéns may'ﬁat alwéys be valid.: The strong éffects of framing
and information—processiné considerations, acting upoﬂ inchoate preferences,

can make elicitation procedures major forces in shaping the expression of

-
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values (Fischhoff; Slovié & Lichtenstein, 1980). In such cases, the methéd
becomes the message. Subtle aspécés‘of‘how problems“are poééd, questions are’
phrased, and‘responses are elicited can have substantial impact on judgments
that supposed§ expreésrihe'precise nature of people's preferences.. Neverthe-
less, we;érelnbt wholly pessimistic on this score. Research to be described
later in this chapter indicates that psychometric survey methods can idéntify
the general éategéfies of issues and:outcomes that people deemsiﬁportant in
thelevaluation and management of fisk. The méérosfructure of ﬁreference ﬁay
be bettef‘defined,fmofg stable, and more readily measurable tﬁaﬁ‘tﬁe micro-

structure,

Implicafions for informing peqple about risk; »Many_theOriéts‘haQe argue&
that the most important function of a regﬁlatory agency is to ensure that
workers, péﬁiénts, and c%tizéns are properly informed about-the_risks they
face (see, e;g., Joskow & Noll, 1980).. Such information can preshﬁabiy help
pepple:make setter deciéions in the marketplace and thus obviate the need fb?
severe regulatory iﬁferventions. In reéent years:

f‘The Food and Drug Administration mandated patient information
inserts for an increased npmbe£ of prescription drugs. —

- The>Department of Hoﬁsing and Urban DeVelopment began to require
the sellers of hoﬁes built before 1950 to inform buyers'aﬁout the presence
of lead-based paints. |

| - A proposed federal prodﬁcts liability law placed increased weight
on adequately informing consumers and workers.about risks'they are likely

to encounter.
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; Thé White House directed the then—Secretar& of Health, Educétion,
and Welfare ;o develop a public information program on the healthleffects
of radiation egpdsure.A |
Clearly, prqvi;ion of infdrmatioﬁ about risk is cruéial to making bétter

personal decisiéﬁs and to facilitating the markg; and régulatory processés
whereby societal standards are developed and enforced. However, despite good -
'intentions; creating effective informational prggfams may be quite difficult
(Slovic,_Fischhoff & Lichtenstein, 1980b; 1981). Doing an édequéte job means
finding éogent wayé of_preéentihg complex, technical materiallthat is clouded
by uncertainty-énq may_bé distorted by the listener's preconceptions (and |
perhaps misconéeptions) about the hazard and-its consequences. Moreover, as
Qe'have seen,‘people are often at fhe ﬁercy of the way problems are
formulated. Those résponsible for determining the éoqtent‘and format of
informatién programs thus have considerable ability to manipulaté perceptions,
Indeed, since these effects are‘ﬁot ﬁidely‘known,'peopie may inadvertently be
manipulating their own;perceptions by casual decisiéns'they ﬁaké about how to
organize their knbwledge.

The stakes in risk problems are high——product viébility, jobs, energy
costs, willingness pfvpatients to accept treatments,vpublié safety and health,
etc. Potenfial conflicts‘of intefest abound. When subtle aspects of how (or
whét) information ié.presentéd make a significant diffefence in people's
responséé, one needs to detgrmine whiéh formilation should be used. Making
that decisioﬁ‘takes‘one oﬁt éf psychology and into thé domains of law, ethics,

and pblitics;
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We haye been emphasizing here the difficulties peopie have in
,comprehending and estimating risks. Some'observers! cognizant of these;
difficulties, have coneluded that:the problems are insurmountable. We
disagree. Althoughvthe broad outlines.of the psycholngical researeh just
described seem to support a pessimistie view, the deteils of that research
_give some cause for ontimism. Upon closer examination, it appears.thar.pedple
understand some things quite well, elthough their path to knowledge may be‘
quite different from.rhat of tne technical experts.“In situations where
misunderstanding is rampant, people;s errors can often be traced to inadequate
information and biased.experiences,.which:eduéation may be able to counter.

Studies ef Protective Behavior

In this section we shall describe studies of two kinds of protective
behavior, insurance and. the. use deseat belts. This research was designed to
provide basic knowledge that would also have relevance for regulatory
decisions.

National Flood Insufance Program

There has been much governmental concern over the fact that, whereas few
residents of flood and earthquake areas voluntarily insure themselves against
the consequences of- such disasters,‘many turn to the federal government for
aid after suffering losses (Kunreuther et al.,‘1978)} Policy makers have
argued thar bnth thefgouernment and the property owners at risk would be
better off finanCiaily‘under a federal insurance progran.ﬁ Such a nrogram h
. would‘shift the burden of disesters from the general taxpayer to individuals

living in hazardous areas and would thus promote wiser decisions regarding the

use of flood plains.
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With&ut a firm understanding of how people perceive and react to risks,
however, there is no way>of knowiﬁg whét sort of disaster insurance program
would be most effeétive.A For example, it seems reasonable to expect that
lowering the’cost of such insurance would stimulate people to bu& it,_yg;
there is evidence tﬁat'people do not voluntarily purchase flood insurance even
when the rates are highly subsidized.

Research on this topic by Kunfeuther et al. (1978) and Slovic et al.
(1977) was designed to determine the critical factors influencing the
voluntary-purchase of insurance against the consequencés bf'low;probability
events such aérfloods or earthquakes, Both laboratory experiments and field
surveys wefe used. Ahalyéis of the survey data revealed widespread ignorance
and misinformation’regarding tbelavailability and terms of insurance and the
probabilities of damage from a future disaster. The laboratory experiﬁénts
showed that'people preférred to_insure against relatively high-probability,
low-loss hazards and téndedfto fejéct insurance in situations where the
probability of loss was?low and the potential losses were high. These results
suggest that people's haturalﬂpfedispositions run‘coﬁnter to economic theory
(e.g., Friedman & Sévage; 1948), which assumes that risk-averse individuals
should desire a mechanis@ to protect them from rare catastrophic 1oss¢s.

When asked aboﬁt‘théir inSﬁraﬁée decisions, subjeg;s in both the
laboratory aﬁd survey studies indicated a disinclination to worry about low-.
probability'hazardé. Suchva strategy is understandable; limitations on

people's time, energy, and attentional capacities create a finite reservoir of

concern, Unless'péople ignored many low-probability threats they would become




so burdened that productive life would‘become impossible. Another insight
gleangd from the experiments and the survey is that people think of insurance
as an iﬁvestment.. Making:claims and receiving paymeﬁts (by insuring againét
more proBablé losses) seems to be viewed as a reéurn on the premium, heﬁce.a
good investment. The pr@larity of low—dedﬁétible insprance plans (Fuchs,i
i977; Pashigian, Schkade & Menefee, 19665 provides confirmation from outside
the laﬁoratory that people prefer to insure against probable events with small
consequences.

One surprising result was that homeowners' lack ;f interest in disaster
insurance did not éeeﬁ to be due to expectations that the federal government
would bail them out in an emergency. The majority of individuals interviewed
said they anticipafed no aid at all from thérgovernment in the event of a
disaster. Most appeared not to have‘considéred at all"hoﬁ they would.recover
from flood or éarthquake damage.

Tﬁis research led us tb conclude that the primary cause of failure in the
disastef insurancé marke; is lack of consumer interééf. if‘insurénée is to be
marketed on.a.voluntafy basis,ACOnsumers' attitudes and information-processing
limitationé must be taken into account. ?olicy makers‘and insurance providers
must find wayé to communicate the risks and arouse concern for the hazards.
One method found to work in the laboratory experiments is to increase the
perceived probability of disaster by lengthening thewiﬁdividual's time
horizon.- For example, coﬁsidering the risk of experiencing a 100-year flood
at least oncé ddring'a 25—§ear périod, instead of considerihg the risk in one

year, raises the probability from .0l to .22 and may- thus cast flood insurance
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in a more favorable light. Another step would have insuraﬁce agents play an
active role in éducating homeowners about the pfoper use of inSuranée as a
‘protective mééhanism aﬁd proﬁiding informétioh about the availability‘of
insurance, raté schedules, deductible vaiues, etc. Of course, such agtions
may hot be effective. It may also be>heceséary to institﬁte some form of
mandatqry‘coverage..>Recognizing ghe difficulty of iﬁducing voluntary
coverage, iﬁe National Flood Insupaﬁce‘Program now reqﬁires ins#rance as a

' condition for obtaining federal’ﬁopey to build in flood-prone aréas.

Seat Belts .

Another fgrm'of protection that people do not often use is the autoﬁobile
seat Belt. "Promotional efforts to get motorists to wear seat belts have
failed dismally (Robertson; 1976). In the wake of expensive advertising
campalgns and buzzer systems, fewer than 20% of all motorists "buckle up for

safety.” Pollcy makers have criticized the. pub11c for failing to appreciate

3

the risks of driving and the beneflts of seat belts. However, results from
risk perception research provide an alternatlve perspective that seems at once
more respectful of drivers' .reasoning and more likely to increase seat belt
qée} As noted above, people often disregard very.small probabilities. By
iike token, mo;or;sts' reluctance. to wear seat Belts might be due to the
extremely small probability of iﬁgurring a fatal'accident on a single auto-
mobile trlp.» Becauée a fatal accident occurs only about once in every13.5
million person- trips and a disabling injury only once in about every 100,000
person-trips, refusing to buckle up one's seat belp may seem quite reasonable.

It may look less reasonable, however, if one ffames the problem within a
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multiple—trip”perspective. Thislis, of course, the persﬁective of_traffic
séfety plénners, who see the thousands;ofjlives that might be saved annually
if evé?ybo&y buckled up on every trip.A For the individual driver, during 50
years of driving (about 40,000 trips), the pfobabiliti of being killed is ﬂ01
and the probability of experiencing at least one disab}ing injury is .33. in

laboratory experiments, we found that bgople induced to consider this lifetime
per;pective respondéd more favorably toward the use of seat belts (and air .
bags) thap did people asked to consider a trip-by~-trip perspectivé (Slovic,
Fischhoff & Lichtenstein, 1978), Mére recent studies suggest that television
and radio messages béséd on this lifetime-cumulative-risk theme will
effectively increase actual seat belt use (Schwalm & Slovic, 1982).

Charac#erizing Perceived Risk
If it is to aid hazard maﬂagement,'a theory of perceived risk must explain

people's extreme aversion to some hazards, their indifférence to others, and
the discrepancies between these reactions and experts' recommeﬁdations. Why,
for example,'dé-some communities réact vigorously against the lbcation of a
liquid natural gas términal,in their vicinity, despite the éssurances of
experts tha; it ié safe? Why, on the other hand, do many communities situated
on earthquake faults or below great dams show llttle concern for experts'
warnings? Ove¥ the past few years researchers have been attemptlng to answer
such questions, .as these.by examining the opinions that people express when
they are asked, in a va#iety of Qays, to characterize énd evaluate hazardous
activities and technologies.  The goals of this descriptive research are (a)

to develop a taxonomy of risk characteristics that can be used to understand
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and predict soc1etal responses to hazards and (b) to develop methods for
assessing public opinions about risk in a way that could be useful for policy
decis1ons.

The Psychometric Paradigm

In recent years, psychometric scaling methods and multivariate analysis
techniques have been used to produce quantitative representations of risk
attitudes and perceptions (Brown & Green, 1980; Fischhoff et al., 1978; Green,
1980a, b; Green & Broﬁn, 1980; Renn, 1981; Slovic, Fischhoff & Lichtenstein,
1979, 1980a, b), Researchers employing this psjchometric paradigm have
typically asked people to judge the current and desired riskiness (or safety)
of diverse sets of hazardous activities, substances, and technoiogies,'and to
indicate their desires for risk reduction and regulation of these hazards.
These global judgments are then related to judgments about other properties,
including: . s

- the hazard's status on characteristics that have been hypothesized to
account for risk perceptions and attltudes (e.g., voluntariness, dread,
knowledge, controllability),

= the benefits that each hazard provides to society,

- the number of deaths'caused by the hazard in an average year'

- the number of deaths caused 'by the hazard in a disastrous year, and

- theﬂseriousness of each death from a particular hazard relatlve to a
death due to other causes.,

A number of systematic, replicable, and potentially important results have

\

emerged fom these studies. An overview of the conclusions of our own work in
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this area is as follows:

(a) Percelved rlsk is quantlflable and predictable. Psychometric
tecﬁniques seem well‘Suited for identifying similarities and differences émong
groups with regard to risk pereegtions and attitudes'(see; for example, Table

2).

Insert Table 2 about here

(b) ‘"Risk"vmeans different things to different people. When experts
judge'tisk, their responses correlate highly with technical estimates of
annual fatalities. Laypeople can‘assess'annual fatslities if they are asked
to (and produce estisates not unlike the technical estimates). However, their
judgments of risk are sensitive to other faetors as well (e.g., catastrophic
potential, threat to future generations) and, as a result, are not closely
related to their own (or experts ) estimates of annual fatalities (see Figures

2

4 and 5).

Insert Figures 4 and 5 sbout here

(c) Even thougﬁ groups disagtee about'the sverall riskiness of specific
hazards,,they show remarksble agreement when rating those hazards on char—
aeteristics of risk sucﬁ as knewledge, controllability, dread, catastrophic
potential, etc. B

(d) Many of these risk characteristics are high1§ correlated with each

other, across a wide domain of hazards. For example, voluntary hazards tend

also to be controilab1e~and'weli known, hazards that threaten future
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generationé tend also to be seen as having catastrophic potential, etc.
Analysis of-tﬁese interfelgtionships shows that,the broader domain of.char?
acteristics canfbe;condenséd_tb three higher-order characteristics or factors.
These factors reflect the degree to which a risk.is understood, the'deéree to
which it evokes a feeling of dread? and the number of pebple exposed to the
risk (see Figure 6). This factor structure has béen-found to be similar
across groups of }aypersons and experts judging large and diverse sets of
hazards. Making the set of hazards more specific (e.g., partitioning nuclear
power- into radioactive wasté.transport, uranium mining, nucleéf reactor
accidents, etc.) appeérs to have little effect on the factor structufe orrits
relationship to riék perceptiéns_(Slovic, Fischhoff & Lichtenstein, in

press):2

Insert Figure 6 about here

t

(e) Many of the varigus charaéteiistics, particulafly thoselassociated
wiﬁh the factor "Dréad Risk;“ éorrelate highly with laypersons' perceptions of
risk.. The higher an activity'é‘score on the dread factor, the Bigher its
perceived risk, the more peqpie want its.risks reduced, and the more they want
to see strigt regulation employed to:achieve the desired reductions in risk
(see Figure 7). The factor iabeled "Unknown Risk"»teﬁds not to correlate
highly with risk percepfion. Factér 3, Exposure, is moderately related to lay.
perceptions of risk. In cdntraét, experts' perceptions of'risk‘are not
related’;o any_of the various riék éhéracteristics or factors derived from

these characteristics..

:
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Insert Figure 7 about here

_(f) 1Im agreement with hypotheses origlnally put forth by Starr (1969),
people s. tolerance for risk appears related to their perception of benefit.
All other things being equal, the greater the perceived benefit, the greater
the tolerahce for risk. Moreover, that tolerance«depehds upon the
voluntarlness of the actlvity. In addltion we have- found that risk accept—
'abillty is also 1nfluenced by. other characterlstlcs such as familiarity,

- control, catastrophic potential, and uncertainty ahout the level of risk,

Implications of Risk Perception Research:

In the results ofuthe psychemetric studies, we have the beginnings of a
perceptual/psychologlcal classiflcatlon system for hazards. Ultimately we
need not only a better psychological taxonomy but one that reflects physical,
biological, and sqcial/managerial elemehts of hazards, as well as
psyehological ones., Sheh'a taxonomy would be a potent-device for under-
standing andgguiding social reghlation of risk. We are far from this. goal,
though a start towards an exﬁanded taxonemy has been made (Ciark University
and Decision Research,_1982);, For. the present, more ﬁodest insights and

applications must suffice.

Fofecasting public response. Despite the lack of a complete understanding
of public attitudes shd perceptions, we have attempted to use the results from
risk perception studies to explain,and forecast reactions to specific
technolqgies. Nucleer power has been the,prihciple object of sech analysis
because of its obvieus social importance.1 As Alvin Weinberg (1976) observed,

"eesthe public'percebtion and acceptance of nuclear energy...has emerged as




the most critical questioﬂ concerning the fufure of huelear eﬁerg&." The
'reaeonableneSs of these‘pefceptions has been the topic.of an extensive.public
_debate,_filled with charges and codntercharges. For example, one industry
spufee'has érgued'thet‘pﬁblic reaction to Three Mile Island has cost "...as
mucﬁ as $500 billion,..aed is one measure of the price being paid as a
consequehce of fear erising out of an accident that according to the most

- thorough estimates may not have physiologically hurt even one member of the

publicf (EPRI Journai, 198@, p; 30).

Risk pefception researeﬁ 6ffers some promise of elarifying the concerns of
opponents of nuclear poeer (Slovie; Lichtenstein & Fischﬂoff, 1979). 1In
particular,"peychometric seudies”show that these peeple,judge its benefits as .
quite low anq its risks as‘unacceptably great. On the Benefit side, most |
opponents. do not see nuclear'power‘as a vital link in meeting basic energy
needs; rather, they view it as a supplement to other sources of energy which
are themselves adequate. On the riek side; nuclear power occupies aAunique
position in the factor space, reflecting people's views that its risks are
unknown, dread, uncontrollable, inequitable, catastrophic, and likely to
affect future generations (see Figure 6). Opponents recognize that few people
have died to dete as a result of nuclear power. -However, they do ﬁave great
. concern over tﬁe'petential fer‘cetastrophic accidents. Further analyses by
Slovic, Fischhoff'aed Lichtenétein (1981b) have suggested that opposition to
nuclear power can be understood in terms of basic pSYchological.principles of
pereeptioﬁ and cognition and is not likely to be changed by information

campaigns that focus on safety; however, information about benefits may have
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some impact}"Opposition might well easé if the indusfry maintaiﬁé a superb
safegy record or«éﬁérgy shorfages 6ccur. But because nuéléar risks ére‘
perceived to be‘unknown'and potentially catastrophic, even small accidehté
Qill have iﬁmenée'social costs, a fact that, as discussed later, has direct
implications for the getting of éafety standards (Slovié; Fischhoff;&
Lichtenstein, 1980;). “

| This type of research may aiso,forecast the response,to.technologies that
have yet to catch the public's eye. For example, oﬁr s;udieé iﬁdicate that
‘recombinant DNA techmnology shares several of the characteristics that make
nuclear power so haf& fo ﬁanagé (Slovic, Fischhoff & Lichtenstein, in press).
If it somehow seizes public attention, this new technology couid face some of
the éame problems énd Oppoéition néw éonfronting the nuclear industry;

Comparing risks. Ong‘frequently advocated approach to deepening people's

perspectives'is to present quantifiéd.risk estimates for a variety of hazards,
ekpressed in some unidimensional indéx'of death or diéability,.such as risk
per hour of exposufe~(Sowby, 1965), annual proﬁability of death (Wilson,
1979), or reduction in life expecf;ncy (Cohen & Lee, 1979; Reissland &
Harries, 1979). Even though such;compariSons have no logically necessary
implications_as'guides to decision making (Fischhoff, Lichtenstéin, Slovic,
Derby & Keeney, 1981), one mightvstill hope that they would helb improve‘
people's intuitions about- the magnitude of risks, Risk,perceﬁtion reséarch
sugges;s, however, £hat thesé,coﬁparisons will not be very satisfacfory.
People's percéptions'and attitu&es are determined not only by the sort of

‘unidimensional statistics used in such tables but also by a‘vériety of
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quantitative and qualitative characteristics--including a hazard's degree ‘of
controllability, the dread it evokes, its catastrophic potentlal and the
equity of its distribution of risks and benefits. - To many people, statements
such as "the annual risk from living near a nuclear power plant is equivalent
to the risk-of riding an extra three miles in an automobile” give inadequate
con51derat10n to the important differences in the nature of the risks from
these two technologies. In short, ' riskiness means more to people‘than
“"expected number of fatalities.” Attempts to characterize, compare, and
regulate risks must be -sensitive to the broader conceptlon of rlsk that under-
lies people’ s concerns.
Deciding "How Safe is Safe Enough?”

The bottom line ih risk’regulation is usually an answer to some variant of
the question, "How safe is safe enough?" lhe queStion takes such forms as:
"Do we need additional containment shells around our nuclear power plants?”
"Is the carcinogenicity of saccharin sufficiently.lowltovallow its use?”
"Should schools with asbestos ceilings be closed?” Lack of adequate answers
to such questions has bedeviled hazard management.

0f late, many hazard management decisions are simply not heing made—in
part because of vague legislative mandates and cumbersome legal.proceedings,
in part because there are no clearvcriteria.for making.such decisions. The
decisions that are made are'often'inconsistent. Our legal statutes are less
tolerant of carcinogens in the food we eat than of those in the water we drink
or in the'air'we breathe. 1In the.ﬁnited Kingdom, 2,500 times as much money
per life saved is spent on safety measures in the pharmaceutical industry as

in agriculture (Sinclair, Marstrand & Newick, 1972). U.S. society is
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apparently willing to sﬁend about $140,000 in highway constfuction to savé dne
life -and $5 million to save a person from death due to radiation exposure
(Howafd, Mathesdn & Owen, 1978). '

Frustration over ﬁhis state of affairs has led fo a search for clear,
impiementable rules that will tell us whether or not a given technology is
‘sufficientlyﬂsafe. Aﬁong the many seeking to solve the mystery of acceptable
risk have been Bazeloﬁ (19799, C§uncil fér Science and ‘Society (1977), Crouch -
and Wilsoh (1982), Comér (1979), Griesemeyer and Okrent (1980), Howard,
Matheson and Owen (1978), Léve (1981), Lowrance (1976), Okrent and Whipple
(1981), Rowe (1977), Salem, Solomon and Yesley (1980), Schwing and Albers
(1980), Starr (1969), and oursglvés (Fischhoff, Lichtenstein, Slovic, Derby‘&‘
Keeney, 1981). Despite heroic effdrt, no magic formula has been discovered.
Nevertheless,‘some progress has bgeﬁ made, not the leégf of which includes the

development of a heightened respect for the complexities of the task.

Approaches to Acceptable Risk: A Critique

Our own efforts in this-area'during the past three.years have been
instigatedland supported by the ﬂuclear Regulatory Commission (NRC). Nowhere
are the problems of determining acceptable levels of risk morevimportant or
‘more complex than in the.regulatioh of nuclear power. It has always been
known that nuclear reéctors>could be made safer—at increased cost. But since
quantifying.safety was ‘a pféblem,-tbe question of how much safety at what
price was rarely addre;;ed:Airectly. Beginning with the Reactor Safety Study

(U.S. NRC, 1975), the technology of measuring risk has advanced rapidly in

recent years. Now that quantitative estimates of safety are thought to be
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acgeSsibleifor maﬁy aspects of the nuclear fuel cycle, the need tq*detérminé -
how;safe reactors should be has taken on greater significance,

" At tﬁe ufging éf Congress, the nuclear industry, and the Advisory
Committee on Reactgr-Safeguardg, the NRC has.been working intensively to
develop an explicit,lpossibly quantitative, safety goal or philosophy.
‘Presumably thié goal would clarify the Commission's current vaéue mandate to
Jévoid undue riék to public health and'safety" and, by doing so, would serve
 to gﬁide specific:regulatory decisiéns. |

. We were asked, at an early stage .in fhis endeavor, to take ;
cbmprehensive, critical look at thgjphilosophical, sociopolitical,
institutional, and’methodplogical issues crucialvto determining how best to
answer tﬁé queStibn of "How séfg is §afe.enough?"; Limitations of time,.
resources, and our own capabilities forced us to narréw the scoﬁe of this
endeavor.somewhat, althoqgh we did structure the task in a general way, not
restricted to nuclear pdwer or any oﬁher specific teéhnology. Our effbrts,
reported in FischhoffAeE al. (1981);’are summarized below.

Guidéd by our oﬁn psychological perspective and aided by decision
-theorists Stephen Dersy and'Ralph Kéeney,,our examination of approachgs to
acceptable risk attempted to:

(a) Clarify the nature of'acceptable-risk problemé and exaﬁine some
frquently prbposed, but not entireiy adequate, solutions.

tb) Characterize the essential features of acceptable-risk problems that
makeltheir resolution so difficult. Tﬁese features:included uncertainty about

how to define aceptable risk problems, difficulties in obtaining crucial

v
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" facts, difficulties in aSsessing social values, unpredictable human responses

to hazards, and problems of assessing the adequacy of decisionFmaking
processes.‘
(c) Create a taxonomy of decision-making methods, identified by how they

attempt to address the essential features of acceptable-risk problems. The

major approaches we discussed were profess1onal ‘judgment: allowing technical

experts to devise 501utions; bootstrapping searching for historical

precedents to guide future decisions; and formal analy31s. theory-based

procedures for modeling problems and calculating,the best decision, such as

risk/benefit, cost/benefit, and decision analysis.

. (d) Specify the,objectives that an approach should satisfy in order to
guide social policy. These inciuded'comprehensiveness, logical soundness,
practicaiity, openness to evaluation, political acceptability, institutional
compatibility, and conduciveness to learning, C

(e) Evaluate the success of.the approaches in meeting these objectives.

(f) Derive recommendations for policy makers and citizens interested in
improving the quality of acceptable—risk decisionS.

The follow1ng conclusions emerged from our analysis:

1. Acceptable—risk problems are decision problems, that is, they require
a choice among_alternatives.. That choice is.dependent on the set of options,

consequences, values, and facts invoked in the decision process. Therefore,

‘there can be no single, all—purpose number that expresses the acceptable risk

for a society. At best, ome can hope to find the most acceptable alternative

“in a specific problem,,one that will represent the values of a specific

constituency.
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2. None of the approaches we considered is either comprehensive'or
infallible. Each gives special attention to some features of acceptable-risk
problems but ignores others;' As a result, not only does each approachlfail to
give a definitive anSwer; but it is biased toward particular interests and
particular solutions. Hence choosing an approach is a political actbthat
carries a distinct message‘about who should rule and what should.matter. The
search for an objective method is doomed to failure and may obscure the value-
laden assumptions that will inevitably be made. |

3. Acceptable—riskAdebates are_greatly clarified when the participants

¢

are committed to separating issues of fact from issues of value.. ﬁonetheless,
a clearcut sepanation is often impossible. Beliefs about the facts of the
matter shape our values; those values in turn shape the facts ne search for
and how we interpret what we find.

4, - The determining factor in nany;aCCeptableFrisk decisions is how the
problem is defined (i.e.; which options and consequences are considered, what
kinds of uncertalnty are acknowledged and how key terms are operationalized)
Until definitional disputes are settled, it may be impossible to reach
agreement regarding what course of action to take.ﬁ

-5. Values;ilike beliefs, are acquired through»experience and contem-
plation., Acceptable-risk problems raise'uany complex 'noVel, and vague issues
of valueAfor which individuals may not have well-articulated preferences. In
such situations, the values one expresses may be greatly influenced by
transient factors, including subtle aspects of how value questions are posed
hy interviewers, politicians, or the marketplace. The conflicts in each

individual's values are above and beyond the conflicts between different

individuals' values. Both types of conflict require careful attention.
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6. Although a distinction is often made between perceived and obJectlve
risks, for most new and intricate hazards even so- called objective risks have
a large Judgmental component. At best, they represent the perceptions of the
most knowledgeable techn1ca1 experts. However, even such experts may have an
’ incomplete understanding. Indeed, their professional training may have
limited them to certain traditional ways of looking at problems. In such
cases, nonexperts may have 1mportant supplementary 1nformation or viewpoints
on hazards and the1r consequences.

We concluded that no one solution to acceptable-risk,problems is non
available, nor is it likely that a single solution will ever be found. None-
theless, the following recommendations; proposed to‘regulators, citizens,
legislators, and professionals and designed to enhance society's ability to
make decisions, were puthforth:

1.. Explicitlyfrecognize the complexities of acceptable—risk problens.

The value judgments and uncertainties encountered in specific decision
problems should be acknowledged. More generally, we should realize that there
are no easy solutions and not expect society's decision‘makers to come up with
them, |

2. Acknowledge .the limits of currently available approaches and
expertise, As no approach is 1nfallible we should at least avoid the more
common mistakes.. Our aim should be a diverse and flexible approach to
decision making that empha31zes comprehen31veness.

'3. Improve the use of ayailable approaches, hevelop guidelines for their
. conduct and review. Make them sensitive to all aspects of the problem and to

"the desires of as many stakeholders as possible. Analysis should proceed.

iteratlvely in order to sustain its insights and absorb its criticisms.
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4, ”Make‘the decision-making process compatible with existing democratic
institutions. The pnblic and its representatives shonld be involved
cdnstructively in rhe process both to make it more effective and to increase
the public's -understanding of nazard issues. |

5. _Strengthen'nongovernmental social mechanisms that regulate hazards.

5 Decisions reached in the.marketplace and .political arena provide important
guidelines for most approaches.  Those mechanisms can be improved by various
measures including reform of the~product—liability system and increased
communication of risk'information to workers and consumers.

6. Clarify.government involvement. Legislation should offer clear,
feasible, and predictable mandates for regnlatory agencies. _fhe nanagement of
different hazards should be coordinated so as to build a legacy of dependable
precedents and encourage consistent decisions.

Toward a Safety Goal

Justification. Our analysis of decision-making approaches was used by the

NRC in the plannlng stages of its program to develop a safety goal (U.S. NRC,
1981). Upon completlon of this analy81s, we were asked to partlcipate in the
develcpment of the goal itself. Before doing so, we felt it necessary to
critique the effort in light of our earlier conclusion that, since acceptable
risk is the outcome of specific decisions,  there can be.no singie;iall purpose
number (standard or goal) that does the job. Whereas decision-making
procedures attempt to order options according to some crlterlon of
attractiveness, goals and the standards that are der1ved from goals

essentially categoriée options in terms of pass/no pass. Beyond the obvious
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vefficiency of setting a generally applicable decision rule, are there any
otherﬂjustificationé for goals and standards? Fischhoff (1982) wrestled wieh
this question and concluded that there were, indeed, circumstances in which
standards were warranted. Any one of the following conditions might Justify
the development of a'pass/no pass Safety standard:
‘'l When menagerial resources are severely limited.
2. When one need not choose a single best option.
3. When a single (standardizable).feature captures tne most important
aspectvof a categdry.'
4. When the etandard accurately poetdicts pas; decisions and predicts
future ones. |

, 5.' When one wants to make a statement to reflect the goals of policy
makers (who assume the symbolic standard will be reasonably compromised by
those who apply 1t)

6. When one hopes to shape the set of future options.
7. When the deeision‘process leading to the stendard is of higher qualityl
than could be maintainedAin numerous épecific decisions.

- In addition to providing a rationale for goals and standafds, Fischhoff
(1982) explored the many subtle and‘conplex problems involvedAin transforming
a goal from a political statement to a useful'tool, one that can be ; |
unambiguously applied by regulators and understood by the regula;ed. Here one
faces issues sucn as (a) defining the category governed by the standard.(e.ga,
Is a cosmetic a drug?);\(b) determining the point and time of regulation
‘(e.g., Plant by planp or eompany by company? At which stage of production and

use?); (c) tailoring standards to mesh with engineering and design
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éapabilities;A(d) degiding whether to regulate technical ﬁatters>(nuts and
bolts) or performance ("as long as you meét this goal, we don't care-how‘yoq
do it"). Once one has decided where to place the standard, the-critical
design question becomes how to measure the risks that arise in order to
determine whether tﬁey are in compliénce with the sﬁandgrd.

Technical issues. Having satisfied ourselves that general goals and

standards had a place in the regulator's armamentarium (the NRC.a;feady knew
this)? we proceeded fo consider the detailed process of establishing a safety
goal. As we write this, a proposed goal is still in thé‘discussion phase
(U.S. Nuclear Regulatory Commission, 1982). Since this‘enterﬁrise is étill in
progress, our,discussion here perﬁaiﬁs only to various preiiminary proposals
and will not-necessarily apply to the goai eventually put forth by the NRCf
Our objective was to pfovide comnents, Criticisms, and'suggestions, from
our perspective as behaQioral scientists énd decisioﬁ théorisfs, about what
waé seen as primapily a technicéllproblem, dealing with the design, con-
struction, and licensing of'reactors'and the ability of probabiliétic
techniqueé to asséss and vgrify reactor risks. Before discussing our efforts
on thé'social side, some of the technical approaches neéd to be described.
There has been no shortage of safety goal proposals over‘tﬁg years, begin-
ning with Adams and‘Stone'(1967) and Farmer (1967). Notable recent efforts
include those of the Ad&isory_Committee on Reactor Safeguards (U.é..NRC,
1980), the Atomic Industrial Forum (1981), Griesmeyer and Okrent (1581),
Joksimovic and O'Doﬁnell.(1981), Kinchin (1978, 1979), and Zebroski (1980).

Miller and Hall (1981) provide an annotated bibliography of efforts in this
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field. Solomon, Né;son,'and Salem (1981) surveyed these and other.proposais
and countedA103 safety crite;ia applicable to reactor accideents; which they
c#tegorized as follows: . -
1. Criferia for the safety of re;ctor systems, e€.g., an upper limit for
the acceptable prébabilify of a coremelt accident.‘
2. Criteria forAthe a11owabie risks to individuals in the-yicinity of the
plant site.
3.  Criteria for the allowableArisks to individuals beydnd éhe plant site.
These incIude, for examplg, risks to populations resulting from accidental
radiation 1.releases.3
4, Qualitative critéria'and criteria based on dollar damage.
A detailedidiscgséion of these critéria is beyond the scope of this paper.
>Sufficé‘it to say that (a) they differ from each other; sometimés‘ﬁy_several
- orders of magnitude; (B) they tend to be derived on the basié of comparisons
with other accident risks and with the risks from other sources of
electricity, (c) thejvaré concerned with a rather nafréy view of the cosisjqf
a reactor éccident, foCusihg on immediate and latent fataliﬁies;‘physical
damage to the reactér aﬁd adjoining property, and costs of cleénup and
replacement electficiﬁy;;and (d) they sometimes incorporate a &éighcing factor
that attributes extra signif?gaﬁce and cost to accidents that‘ééuse multiple
fatalities. Thisilaétvfeature is known as “risk aversion."n

Typical criteria are thpse recommended by the Atémic Iﬁdustrial Forum
(1981). They proposed a‘goal of p < 1073 /year morfalit& risk\té a maximally

exposed individual in close proximity to a reactor site as representing a non-

significant (0.1%) increase in annual mortality risk (assumed to be <
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10'2/year). This go#l was justified by noting that it was equal to or less
than_fhe annual mortality rates from other causes of éccideﬁts suchlas motor
vehicles, violence, fires, etc. The risk of electrocution. is about the same
magnitude as the proposéd goal. The total risk from ;11 non-nuclear accidents
is about 60 times greater than the AIF goal. |

For risk to the population at large, the AIF propokes a goal of less than
one statistically.estimated fatality pér year per‘i,OOO megawatté of nuclear
power capacity. Again, they point out that this represents a v;ry small
percentége (.01%) increase iﬁ existing levels of risk'énd compafes favorably
with the risk of electfocution (about 2 fatalities per 1,000 megéwatt
capacit&). The AIF also proposedla goal of 10~4 per reactor year for the
probabilitonf a large scale fuel melt, ﬁheréinv;he reactor cofe is uncovered
for a sufficient timelto cause the bulk of the fuel to become mdlten.

A major technical issue is whether or not metho&s of probaBilistic risk
assessment are accurate‘enoggh to be used as the basis for establishing safety
goals and verifying thaf'they are being ﬁet. Many experts doubt.that the low
proﬁabilities stated in the goals can-be verified, Others assert that
probabilistic risk assééémept, employed éompeténtlf.gnd with mérgins of error

'

built into the calculations, can be a valuable aid to regulatory decision

making.

Social issues. The preceding section presents an incompleté and grossly
oversimplified view of:the technical issues and policy motiQatidns underlying
the development of safety goals. Nevertheless, the descripﬁionvshould suffice
to provi&e baékgréund for a consideration of the social iSSueS involved.

The main objective of our efforts has been to highlight the importance of
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certain sdcial issues that tend to be neglected by the standard engineering
approach to establishing gafety goals. The assessment of accident
probabilities, accident consequences; and the broader social impacts of
accidents are all vitai to the goal—setting process. Although_much\attention
has been given to tﬁe problems in modeling the first two of these components,
the 'uncertainties in assessing sociallvalues and incorporaﬁing them into
safety goals-ére, we believe, e&en;more serious and much less ééknowledged.

Nevertheless, social-values must be considered. In promﬁig;ting a safety
goal, the Commission, implicitlyzér explicitly, takeé_a stéﬁd on many
important soﬁial issues. Among the many questiéns thét need to be addressed
are the following: -

a. What social values should ‘be coﬁ81dered in determining safety goals9
How should they be integrated with technical considerations in the process of
policy formation7

b. Are current risk levels from other hazards or competing energy
technologies meaningful’senchmarks against which to set standards for nuclear
power? |

é. Is risk ayersidﬁ (special emphasis on évoiding large écéidents)
desirable? |

d. Should accident'costs be defined narrowly (i.e., restricted to early
and latent health effects and property damage) or broadly (e;g;,vincludihg

higher—order'or ripple effects such as possible shutdown from”the nuclear

industry and the costs that could result from that)?

e. What consideration should be glven to public fears that: experts see as

‘unjustified?
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Ideally, it would be desirable to address these and other valne issues
from the standpoint of all parties involved (e;g., the varions publics,
regulators, industry,‘government, etc.), considering not only what these.
people do want (as expressed verbally or as inferred from their present and
past behavior), but‘what they should want froﬁ a normatiye or ethical stand-

point. From such analyses, qualitative and quantitative goals would be

derived. Unfortunately, the state of the art does not permit such precise

analysis of social values. At best, then, the~Commission can,

- give these social issues a prominent>place on‘its agenda of issues
relevant to determining adequate_protection of the public's health.and safety,
.\;‘attempt to derive qualitative and quantitative safety goals'based on

reasonable assumptions with regardrto these issues,

- make these assumptions explicit,

‘= encourage scientists, politicians and the public to study these issues
and to propose ways in which the safety goals could be made more responsive to
social impacts, and

- provide a management plan’for future evolution.of the safety goals that
incorporates mechanisms for their'revision in light‘of improved uéderstanding
of social and technical issues. |

Implications of risk perception research. Although we do not have

complete answers to the value questions raised above, research on risk per-
ception has something to say in response to each of them. Regarding the
question of which social values should be considered, our studies have shown
that people's concerns about nuclear power are strongly influenced by their
perceptions of catastrophic potential and the inequitable distribution of

risks and benefits (including the transfer of risks to future generations).
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6 , Safety goals need to .take these conceérns into account.
; ' Regarding the question of the appropriateness of using benchmarks based on
i other hazards, psychological research suggests that comparisons with other
1 risks of life or risks from competing energy sources should not be a primary‘
n factor in determining safety goals. Nuclear power risks are unique in their
| level of perceived uncertainty, potential for catastrophe, threat to future
. generations, potential for triggering ‘social disruption, etc. The logic of
comparing qualitatively different risks is not developed well enough so that
mi icomparisons with other hazardous activities or technologies can serve as
; definitive guidelines for safety goals. Even if it were possible to make
qualitatively different risks commensurable, comparisons would be subJect to
Hume's dictum that “no ought can ever follow:from an is.” Prescriptive guide-
lines must reflect not JuSt what a society does want (assuming that we can
f discern this from what it currently accepts from other technologies—-a
j questionable assumption), but what it should want.

QOur research.has'ledius to have even stronger feelings about the question
of incorporatlng risk aversion and the question of breadth of costs to be

considered. Although psychometric studies and other surveys have pinpointed

j 4 perceived catastrophic potential as a major public concern, further invest-

) igation indicates that the alpha model, the model most often proposed for-
1ncorporat1ng risk aversion into safety goals, is incorrect. .According to
this model, the seriousness or social impact of a loss of N lives in a single
accident should be modeled by the function Nu where o is greater than 1.0.

K By attributing greater social disruption to large accidents, this model

strongly influences the stringency of standards. It implies that small
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‘accidents may he tolerable but that extra money and effort should he expended

to prevent or mitigate large accidents.
Research indicates that the alpha model is oversimplified and -invalid; the

societal costs of an accident cannot be modeled by any simple function of N.

' Slovic, Fischhoff, and Lichtenstein (1980a) presented data.sugesting that

accidents are signals containing information about the probability of their
reoccurrence.in similar or more destructive forms. As a result; the perceived
seriousness of an accident is often determined more by the message it conveys
than by its actual toll of death and destruction. An accident‘that.takes many
lives may produce relatively little social disturbance and thus be judged as.
not terribly serious if it occurs as part of a familiar and well-understood
system (e.g., a train wreck) In contrast, a small accident in an unfamiliar
system whose risks are judged to be unknown and potentially catastrophic may
have immense consequences if it portends further, possibly greater mishaps,
such an accident may thus be perceived as very serious.

The view that accidents are signals implies that any of the usual ways of
modeling risk aversion, including the alpha model will fail to capture
properly the realiconcerns people have about multiple-death accidents. 'In
addition, it suggests a broadening of accident costs. |

The perception of nuclear power risks as poorly understood and potentially
.catastrophic implies that nuclear accidents will be seen as extremely infor-—
mative and ominous signals. Thus, another core-damaging accident'similar to
Three Mile Island would likely raise fears that the technology is out of
control, even if few lives were lost and the physical damage was. contained.

The major costs ofisuch an accident would not be those from immediate loss of
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life, latent cancers, end direct economic expenses (e.g., property damage,
repairs, cleanup), important as these-may be. Insteed, the deminant costs
would arise from secondary impaets such as public reaction leading to shut-
down of the entire industry andnihe resulting higher o;der consequences
(dependence on more"coetly and more dangerous energy sources, economic
collapse), which could total tems of hundreds of billions of dollars. These
broader sociopoldnical costs must be considered when determining,the
acceptable probability of a core—damaging accident. AIn other worde, the
design of'safety_cfiteria might be phrased in terms of the.question: "What
probability of anAeccident cosfing tens or hund;eds‘ef billion dollars is
tolerable?" Snch high costs may be as likely to result from an.accident with
no deaths and little nfoperty damege as from a rarer form of aceident.that»
produces many deaths énd mnch damege. This broader impect is a:direct result
of pubiic‘percepgions.

- The final question, concerning the consideration that should be .given to

'pnblic fears, seems an appropriate one with which to end this section and

conclude this paper, sinee it 'is fundamental, not only to nuclear safety
goale,'but to risk regulation in general. . It is a difficult question and one
that empiricei date are not sufficient to answer. -

There are menyvreasons for laypeople and experts to disagree. These
include misnnderstanding, miscemmunication, and misinfermation (Fischoff,
Slovic &‘Lich;enstein, 1981). Diseerning the causes underlying a particular
disagreement fequires a combination of carefui thought, to clarify just what
is being talked abont.and.whether‘agreement is‘possible given the disputants'

differing‘frames of reference, and careful research, to clarify just what it
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is that the various parties'know and‘believe, Onée the situation ﬁas beén,
clarified, the'undérlying problem can be diagnosed as calling fér a
scientific, eddcational, seméntic, or pélitical solution,

The most difficult situatioﬁs will béAthose in which'the participants can-
not agree on what the problem is (and have no recourse to an institution that
will resolve the qnestiSn by arbitfation or by fiat) and those in which educ-
ation is called for, yét fails (after some reasonable, diligenéleffort).
Policy makerslthen face,ghe hard cﬁoice between géing.against,their own better
ju&gment by usiné ﬁhé ﬁublic's assessment of risk (in which they do not
believe) orugoing agaiﬁst the ﬁublig's felings by imposihg policies that will

be disliked. Such policies may seem overly cautious (e.g., motorcycle helmet

. laws~-to some people) or insufficiently cautious (e.g., nuclear poﬁer——to some

people). When fears are ignored,,:he'resuit can be stress or psychosomatic
effects, which can be .as real in their impact as they are illusory in their
source.. When strqng public oﬁinibns are ignored, the result cén be hostility,
mistrusﬁ, and alieﬁa;ion. Siﬁce a society does more than ménage risks, the
poiiéy maker must consider whether the social benefits to be gained by
optimizing-the allocation of regourcéé in a pafticular decision is greater
than the social Cost§dofl6verriding a coﬁcerned public. A peséimistic view on
"going with the public"'ﬁight argue that "it only encourages the forces of
irrationality (indifectly giving érédence to astrology,.suberstition, and the
like)." An optimistic view mighf be that‘risk'questiong are going to be with
us for a long time. Fgr a sdciety to.deal with them wisely, it must learn
about their subtletiés,_including‘how aﬁpearances can be deceiving. One way

of ieérning is by trial and error. Often, the experts will be able to say "We
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told you 'so. It would have been better to listen to us.” 1In other éases, the
experts mayvﬁe surpriséd. Learning is possible as long as some basic respect
remains between téacherAand pupil. That respect may be one of society's

greatest assets,
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Fbotnotes-

1. In‘ﬁis’forward to MacKay's remarkable book, Bernard Baruch observed:
"Yet I never see a brilliant economic thesis expanding, as though they were
geometrical theoréms, the mathematics of price movements, that I do not recall
Schiller's dictum: 'Ahy&ne taken as an individual is totally sensible and
reasonable-—as a member of a_crowd, ﬁe at once becomes a blockhead'” (p.iii).

2, Thé'invariance obtained thus far with factor analytic studies dées not
imply,,hoﬁever, that apprbaches based on quité different methods and
assumptions wbuld'also>produce similar results. In fact, Tveréky and Johnson
(l981),have shown that é very different hazard structure résuité from
representations based on judgments about how similar ome hazard is to another
with respect to risk. The iﬁplications of su;h differences remain to be
aetermined.

3. 1In order to.limit aggregated risk to society, it is>necessary to take
into account the size éf populationé at risk.- A safety goal that encompasses
the entire population would influence reactor siting policy and measures to
mifigéﬁe the ponsequencés of a major accident (e.g., emergency response

provisions and design of containment structures).




Table 1
Results Obtained in a Nationwide Survey Titled
"Risk in a Complex Societf"'Conducted in 1980

: ‘for Marsh & McLennan by Louis Harris & Associates

U Top ‘
Corporate Investors/ ‘ Federal _
; Executives Lenders . Congress Regulators Public
(N=401) (N= 104) (N=47) . (N=47) (N=1488)

(a) TODAY'S RISK COMPARED TO THAT OF 20.YEARS AGO

© Q: Thinking about the actual amount of risk facing our soc1ety, would you say that
people are subject to more risk today than they were 20 years ago, less risk today,
or about the same amount of risk today as 20 years ago?

More risk - 38% 60% - 55% 437 78%

Less risk ( 36 13 26 13 6
Same amount 24 26 19 40 14
Not sure 1 1 - 4 2

(b) EXPECTATIONS FOR THE FUTURE
Society has only perceived the top of the iceberg with regard to the risks associated
with modern technology.

Agree : ‘ 19% 20% 47% 38% 62%

Disagree 78~ 71° 517 60 28
Not sure 3% 9% 2% 2% 10

(c) FEELINGS ABOUT AMERICAN SOCIETY S ATTITUDES TOWARD RISK:
OVERLY SENSITIVE VS. MORE AWARE
Q: Do you thlnk American society is becoming overly sensitive to risk or are we
becoming more aware of risk and. taking realistic precautions?

Overly sensitive to risk 56% 487 26% 13% 15%

More aware aﬁa realistic 28 41 57 80 78
precautions :

Both .15 ’ 8 15 4 2

Not sure - | 1 3 2 2 5
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(The ordering is based on the geometric mean risk ratings within each group.

I N

TABLE ‘2. ORDERING OF PERCEIVED RISK FOR 30 ACTIVITIES

S

AND TECHNOLOGIES

e e i s

Rank 1 represents the most risky activity or technology.)

nuclear power
motor vehicles

. handguns
smoking
motorcycles
aleoholic beverages
general (private) aviation
police work
pesticides
surgery
fire fighting
large construction
hunting
spray cans
mountain climbing
bicycles : '
commercial aviation
electric power (non-nuclear)
swimming

" contraceptives
skiing
X-rays
high school and college football
railroads
food preservatives
food colouring
power mowers
prescription antibiotics
home appliances
vaccinations

League of college
Women Voters students
1 1
2 5
3 2
4 3
5. 6
6 7
7 15.
8 8
9 4
10 11
11 10
12 14
13 18
14 13
15 22
16 24
17 16
18 19
19 30
20 9
21 25
22 17 -
23 26
24 23
25 12
26 20
27 28
28 21
29 27
30 - 29

Active Club
members
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A civil defense committee in a large metropolitan area met recently
to discuss contingency plans in the event of various emergencies. One
emergency threat under discussion posed two options, both involving

some loss of life.

Option A: Carries with it a .5 probability of containing the threat
with a loss of 40 lives and a .5 probability of losing 60 lives. It
is like taking the gamble:

.5 lose 40 lives

.5 lose 60 lives
Ogiion B: Would result in the loss of 50 lives:

lose 50 lives

Thesgjoptions:gag‘be pTéééﬁtéd>ppde?“th;ée;diﬁféréﬁtiﬁrames:

I. This is a cﬁbice between a 50-50 gamble (lose 40 or lose 60
lives) and a sure thing (the loss of 50 lives).

II. Whatever is done at least 40 lives will be lost. This is a
choice between a gamble with a 50-50 chance of either losing no
additional lives or-losing 20 additional lives (A) and the sure loss
of 10 additionai lives (B).

ITI. Optioﬁ B produces a loss of 50 lives. Taking Option A wogld

meanjagggpfiné a gambie VitH;ai:5~EBanc€“fb_savé lQ lives'aqd“éi.5 chance

Eé_loséfibwéad;fiopgl;lives.

[N o . E e P ~

Figure 2. DeciFion framing: Three perspectives on a civil defense problem.
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Figure 5. Perceived risk vs. annual mortality for 81 hazards.
(Students as respondents.) Source: Unpublished data collected
by Clark University and Decision Research.
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The diagram beneath the figure illustrates

the characteristics that comprise the two factors.
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Figure 6.

Attitudes towards regulation of the hazards shown in
The larger the dot, the greater the desire for strict

regulation to reduce risk.

Source:

5lovic, Fischhoit, & Lichtenstein (19871~






