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"The capacity of the human mind for formulating and solving
complex problems is very small compared with the size of the problems
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whose solution is required for objectively_fétionéivgéhgyior in the
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real world--or even.for a reasonable approximation to 'such objective
GAtionality, |
Herbert Simon

The development of.modern technology has changed radically the
hierarchy of needed human skills. Strength and motor performance have
become less important.. So have perceptual ékills'although these will
never be unimportant. Intellectual skills, especialiy those of judgment
aﬁd decision making have become the crucial human elements.

The difficulties of decision making are usually blamed on the
inadequacy of the available information; therefore, much technological
sophistication has been mobilized to remedy:thié problem. Computers
and other electronic dévices supply the decisiop maker Qith aﬁ abundance
of data.: Howevef, even the best attainable information often leaves a
mass of uncertainties and doubts. It has become evident that a key
element.in decision making is the ability to interpret and integrate
information items, the réliability and validity of which are imperfect.
Typically, decision makers are left to their own devices. More.likely
than not they will procéed in much the same manner that has been relied

upon since antiquity--by following their intuition.

In E. A. Fleishman (Ed.), Human Performance and Productivity,
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But things have begun to change. Specialists from many disciplines
have begun to study information processtng and decision making. Their
efforts, and mine in this paper, center'éround two broad questions:

"What are decision makers doing?" and "What should they be doing?"

The first is a psychological problem, one of understanding how people
make decisions and relating this knowledge to the mainstream of cognitive
psychology. The secbnd problem is a practical one and involves the

attempt to make decision making more effective and efficient.
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Decision makers of the future will be suppligd with many techniques,
simple and complex, to help them. The purpose of this paper is to
previe& these decision-aiding technélogiesvand to outline some of the
behavioral tonsideratiohs underlying their development and their potential
for successful applicétion.

The paper begins with an overview of research that describes the
shortcomings of‘unaided-decisions. This work.has led to the sobering
conclusion that, in the face of uncertainty, man may be an intellectual
cripple, whose intuitive judgments and decisions violate many of the
fundamental principles of optlmal behavior. .These intellectual defiéiéncies
underscore the need for dec131on—a1d1ng techniques; the prospects for
such techniques are outlined in the second half of the paper.
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The traditional view of human beings' higher mental processes
assumes that we are intellectually gifted creatures. Shakespeare

referred to man as . noble in reason, infinite in faculties .

the beauty of the world, the paragon of animals." A more féééﬁf expression




of this esteem was' provided by economist Frank Knight: ""We are soO built
that what seems reasonable to us is likely to be confirmed by experience
or we could not live in the world at all." (Knight, 1921, p. 227).

Given appropriate-information on which to take action, why should such

. a creature need ‘decision aids?

The answer lies with a ratﬁer different picture of human capabilities
that has emerged during the computer era from the coﬁcern with information
processing by people and machines. Miller (1956) in his famous study
of élassification and coding, showed that there ‘are severe limitations

on people's ability to attend to and process sensory signals. About the

‘same time, close observation of performance in concept formation tasks

led Bruner, Goodnow and Austin (1956) to conclude that their subjects
were experiencing a condition of "cognitive strain' and were trying to
reduce it by means of simplification strategies. The processing of
conceptual'information is currently viewed as a serial process that is
constrained by limited short-term memory and ‘a slow storage in long—term
memory (Newell & Simon, 1972).

In the study of decision making, too, the classic view of
behavioral adequacy, OTr rationality, has been challenged on psychological
grounds. For example, Simon's theory of "bounded rationality" asserts
tﬁat cognitive limitations force decision makers to construct simplified
modelé in order to cope with their problems. Simon argued that the
decision maker

. . . behaves rationally with respect to this [simplified]
model, and such behévior is not even approximately optimal
with respecf to the.real‘world. To predict his behavior, we

must understand the way in which this simplified model is
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Recent laboratory experiments have provided dramatic support for
the concept of bounded rationality and have demonstrated its impact in
a variety'of judgﬁental and'deeision making situations. This research,
to be reviewed below,'is organized around.several basic problems of
concern- to decision makers. First, they need to know what will happen

or how likely it is to happen, and their use of information to

am— R
e, e iy T T T .

answer these questions : involves them 1n 1nference, o e
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prediction, probab;llty estlmatlon and dlagn031s. They must also

evaluate the worth of objects, and this often requires them to combine
information from severel-compenent attributes of the object into an
overall judgmenf. Finally, they are called upon to integrate their
opinions aBout prebabilities and values into the selection of some
course -of action. What is referred to as "weighing risks againet

benefits' is an example of the latter combinatorial process.
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Studies of Probabilistic Informat10n’Process1ng
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Because of the importance of probabilistic reasoning to decision
making, a great deal of recent experimental effort has been devoted to
understanding how people perceive and use the probabilities of uncertain
events. By and large, this reseérch'indicates that people systematically
vielate the'principles‘of rational decision making when judging
probabilities, making predictions, or otherwise attempting to cope with
probabilistic tasks. Frequently theee violations canibe traced to the

use of judgmental heuristics or simplification strategies (Tversky &




Kahneman, 1974). These heuristics may be valid in some circumstances
but in others they lead to biases that are large, persistent, and serious
in their implications for decision making.

Misjudging Sample implications. One example of the errors people

make when dealing intuitivély with probabilistic phenomena comes from
a study by Tversky and Kahneman (1971) who analyzed the kinds of
decisions psychologists make when planning scientific expériments and
interpreting their resglts. Despite extensive formal training in

statistics, psychologists usually rely on their educated intuitions

-when they make decisions about: how large a sample of data .to collect

or whether they should repeat an experiment to make sure their results
are reliable. After questioning a large number of psychologists about
theif research practices and studying the deéigns of experiments
reported in psychological journals, Tversky and Kahneman concluded
that these scientists seriously underestimated the error and unrelia-
bility inherent in small samples of data. As a result, they (1) had
unréasonably high expectations about the replicability of results from
a single sample, (2) had undue confidence in early results from
a.few subjects, (3) gambled their research hypotheses- on small samples
without realizing the extremely high odds against detecting the effects
being studied, and (4) rarely attributed any unexpected results to
sampling variability because they found a causal explanation for every
observed effect.

Tversky and Kahneman summarized these results by asserting that.

people's intuitions seemed to satisfy a 'law of small numbers," which

. means that the '"law of large numbers" applies to small samples as well




as to large ones. The "law of large numbers" says that very large
saﬁples will be highly representative of the pppulation from which they
are -drawn. Fér the scientists in this study, small:samples were also
expected to be highly representative of the population. Since knowledge
of logic or.probability theory did‘not make the scientist ény'less
susceptible to these cognitive biases, Tversky and Kahneman concluded

that the only effective precaution is the use of formal statistical

procedures, rather than intuitidm, to design experiments and evaluate

data.

In a related study using Stanford undergraduates as subjects,
Kahneman and Tversky (1972) found that many of these individuals did not
understand the fundamental principle of sampling--that the variance
of a sample decreases as the sample size gets larger. They concluded
that "Fér anyone who would wish to view mén as a reasonable intuifive '
statistician, such results are discouraging."

Errors of prediction. Kahneman and Tversky (1973) contrasted the

rules that determined people's intuitive predictions with the normative
principles'of statistical prediction. Normatively, the prior probabi-
lities or base rates, which summarize what we knew before receiving
evidence specific to fhe case at hand, are relevant even after specific
evidence is obtained.. In fact, ho&ever, people»seem to rely almost
exclusively on specific information and neglect prior probabilities.
For example, Kahneman and Tversky asked subjects to judge the

1ikelihood that an individual, Tom W., is a graduate student in a par-

ticular field of specialization. The judges in this study were all
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graduate students in psychology. The only information they had available
to them was the following brief-description:written several years earlier
by a psychologist on the basis of éome projéctive tests:
Tom W. is of high intelligence, although lacking in true creativity.
. He has a need for order and clarity, and for neat and tidy systems
in which every detail finds its appropriate place. His writing is
rather dull and mechanical, occasionally enlivened by somewhat
corny puns and by flashes of imagination-of the sci-fi type. He
has a strong driﬁe for competence. He seems to have little feel
and little sympathy for other éeople, and does not enjoy interacting
with others.: Self-centéred, he nonetheless has a deep moral senée.
Tom W. is'currenfly a graduate student. Please rank the following
nine fields of graduate specialization in order of the likelihood
that Tom W. is now a student in that field. 'Let rank 1 be the most
probable choice. |
Business Administration
Computer Sciences
Engineering
Humanities and Educgtion
Law
Library Sciences
Medicine |
Physical and Life Sciences

Social Science and Social Work

In this study, people ranked the graduate programs on the basis of

the similarity between the brief description and typical student in each

program. What was remarkable was that the prior probabilities, as
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determined by the base rates for these graduate programs, - had no influ-
ence whatsoever upon the judgments. Computer'Sciences and Engineering
were judged to be the most probable fields for Tom W., even though these
fields have relatively few students in them. This 1is especially surpriéing
considering the fgct that the judges recognized. the thumbnail personality.
sketch as having little or no Validity. In addition, all of these judges
had been exposed to the notion of baée—rate prediction’in their statisti-

cal training, and they used the base rate in a condition where no

P TV

other informationd%as.providéd. »Thefimportant result here is the apparent

inability of the judges to integrate the similarity ordering with the

base-rate information in a situation where base rate:should have been

bredominant. In other words, the.judges knew the description was of low
validity and they knew that base rates differed, yet they were unable to
put this knowledge into practice. As a result, their judgments did not
properly reflect their underlyingvbeliefs. |
Another normative principle is that the variance of one's predictions
should be sensitive to the validity of the information on which the
predictions are based. If validity is notvperféct, predictions should
be regressed toward some central value. Furthermore, the lower the
validity of the information on which predictions are based, the greater
the regression should be. Kahneman and Tversky (1973) observed-thaf
otherwise intelligent people have little or ﬁo intuitive understanding
of the concept of regression. They fail to expect regression in many
situations when it is bound to occur and, when they observe it, they =

typically invent complex but spurious explanations. People fail to

" regress their predictions towards a central value even when they are




using information that they themselves cénsider of low validity.

A third principle of prediction asserts that, given input variables
of stated validity, accuracy of prediction decreases as redundancy increases.
Kéhneman and Tversky (1973) found, however, that people have greater
confidence in predictions based on highly redundant or correlated predictor
vatiables, since these tend to agree-wifh one another in théir implicationms.
Thus, the effect 6f redundancy on confidence 1is opposite what it should be.

T Availability Bias. Another form of judgmental bias can be traced

to the use of the "availability heuristic" (Tversky & Kahneman, 1973)
whereby an event is judged likely or frequent if it is easy to imagine

or recall relevant jnstances. Generally, instances of frequent events
are typically easier to recall than instances of less frequent events,

and likely occurrences are usually easier to imagine than unlikely ones.
Thus, availability is often an appropriate cue for judging frequency and
prdbabiiity. However, since availability is also affected by subtle fac;
tors unrelated to likelihood, reliance on it may result in systematic
overestimation of probabilities for familiar, recent, emotionally salient,
or otherwise memofable or imaginable events.

Availability helps explain many distortions in our perceptions of
risk. Consider fears aﬁout grizzly bear attacks in our national parks.
Although many people are concerned about the dangerousness of grizzlies,
the rate of injury is only 1 per 2 million visitors and the rate of
‘death is even lower (Herrero, 1970). Sensationai media repoits contribute
to the imaginability of death at the claws of an enraged grizzly but the
media ignore the multitﬁde of favorable public experiences. The motion

picture, "Jaws," has done a similar service for the availability (and
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perceived likélihood) of shark attacks. Some nuclear power pfoponents
feel that:the risks of that technology are exaggerated in the public's
eye because of excessive media coverage and association with the vivid,
imaginable, memorable dangers of nucléar war. As Zebroski (1976) notes,
"fear sells?' the media dweil on potential catastrophes, not on the

successful day-to-day operations of a power plant.

Availability bias~is further illustrated in a study by Lichtenstein,

‘Slovic, Fischhoff, Layman & Combs (1978) which found that (1) the

probabilities of dramatic, well-publicized events such as botulism,
tornadoes, motor vehicle accidents, homicides, and cancer were overesti-

mated and (2) unremarkable or less dramatic events such as asthma, diabetes,

.and emphysema were underestimated. In addition to demonstrating availa-

bility bias, this study shows that intelligent individuals do not have
valid perceptions about the frequency of hazardous events to which they
are exposed.

Anchoring Bias. Bias also occurs when a judge attempts to ease

the strain of processing information by following the heuristic device

of "anchoring and adjustment." In this process, a natural starting point
or anchor is used as a first approximation to the judgment. This anchor
is then adjusted to'accommodate the implications of additional information.
Typically, the adjustment is crude and imprecise and fails to do justice
to the importance‘of additional information. Recent work by Tversky

and Kahneman (1974) demonstrates the tendency for adjustments to be
insufficient. They asked subjects questions such as "What is the
percentage of people in the U.S. today who are age 55 or older?" Sub-

jects were given starting percentages that were randomly chosen and
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were asked to adjust these percentages until they reached their best

estimate. Because of insufficient adjustment, subjects whose starting

points were high ended up with higher estimates than those who started
-

with low values.

Application of the anchoring and adjustment heuristic is hypothesized
to produce a bias that occurs when peopie attempt to calibrate thé degree
to which they are uncertain about an estimate or prédiction. Specifically,
in a number of studies subjects were given almanac questions such as the
following:

How many foreign cars were imported into the United States in 1968?

(a) Make a high estimate such that you feel thére is only a 17%

probability thehtrue'answer would exceed your estimate.

(b) Make a low estimate such that you feel there is only a 1%

probability the true answer would be below this estimate.:

In essence, the person is being asked to estimate an interval such
that there is a 987 chance that the true answer will fall within the
interval. The spacing between the high and low estimates is an expression
of the‘persoﬁ's uncertainty about the quantity in question. We cannot
say that this single pair of estimates is right or wrong. However, if
the person were to make many such estimates or if a large number of
persons were to answer this question, we .should expect the range between
upper and lower estimates to include the fruth.about 98% of the time—-if
‘the subjective probabilities were unbiased. What is typically found,
hqwever, is &hat the 987 confidence range fails to include the ‘true
value from 25 to 40%Z of the time, across many subjects answering many
kinds of almanaC'questionsu(Lichtenstein, Fischhoff & Phillips, 1977).

In other words, subjects' confidence bands are much too narrow, given
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their state of‘knowledge. ‘This bias persists even when subjects are
given feedback about their overly narrOW‘cenfidence bands and are urged
to Qiden the bands on a new set of estimation prohlems.

These studies indicate that people believe they have a much better
picture of the truth than they really do. Why this happens is not entirely
clear. Slovic (1972) hypothesized’that people approaeh these problems
by searching fer‘a calculational scheme or algorithm by which to make a
best estimate. They hay then adjust this estimate up and down to get a
98% confidence range. For example, in answering the above question, one
might proceed as follows:

I think there were about ‘180 million people in the U.S. in 1968;
there is about bne.car for every three people thus there would have
been about 60 million cars; the lifetime of a car is about 10 years;
this suggests that there should be about 6 million new cars in a
year but since the population and the number of cars is increasing,
let's make that 9 million for 1968; foreign cars make up about 10%
of the U.S. market, thus there were probably about 900,000 foreign
imports; to set my 98% confidence band, I'll add and subtract a
few hundred thousand cars from my estimate of 900,000.

People's estimates seeﬁ to assume that their computationai aigorithms are
100% correct. However, thete are two sources of uncertainty that plague

these algorithms. First, there is uncertainty associated with every -judgment in
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the algorlthm and there. 1s»uncerta1nty about_ the algorlthm 1tse1f.“That is, the
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figure above), the adjustments are insufficient in magnitude, failing
to do justice to the many ways in which the estimate can be in érror.

The research just described implies that our estimates may be grossly
in error--even when we attempt to acknowledge our uncertainty. This may
have profound implications for many important judgments.

Hindsight bias. A series of experiments by Fischhoff (1975a, b;.

Fischhoff & Beyth, 1975) has examined the phenomenon of hindsight. Fisch-
hoff fourid that being told some event has happened increases our feeling
that it was inevitable. We afe unaware of this effect, however, and tend
to believe that this inevitability was apparent in foresight, before we
knew what happened. In retrospect, we tend to believe that we (and
others) had a much better idea of what was going to happen than we actually
did have. Fischhoff (1975b) shows how such misplaced belief that we

"knew -it all along" can seriously prejudice the evaluations of decisions
madg in the past and limit our ability to learn by experience. Hindsight
bias may also lead us to underestimate the informativeness of facts
gleaned from intelligence operations (Fischhoff, 1977) and féseargh
studies (Slovic & Fischhoff, 1977).

Overconfidence. An important criterion for evaluating judgments

of probability is . their degree of calibration. A probability assessor
is well calibrated if, for all statements assigned a given probability,
the proportion that is>true is eqﬁal to the probability assigned. For
example, if you are Well calibrated, then across the many statements

to whiéh you assign a probability of .80, 80% of them should turn out to
be true. In the past few years, numerous laboratory and real-world.

experiments have studied calibration (Lichtenstein, Fischhoff & Phillips,




14—

1977; Lichtenstein & Fischhoff, 1977). |Across a wide variety of tasks

and {subjects, one result has consistentl

P

‘confident; they tend to estimate ruch higher probabilities than are
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warranted. Fischhoff, Slovic and Lichtenstein (1977) studied cases of

extreme overconfidence in a task in which people judged the odds that

T

*.their answers.to general knowledge questions were correct. Subjects were
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wrongﬂf;équently on answers they judged lalmost certain (odds of 50 : 1
‘or greater) to be correct. -Feelings of certainty wereAso strong that sub-
jects were willing to bet on the correctness of their knowledge. Because
of their great overconfidence,=the bets they accepted were disadvantageous
to them and they lost considerable money. The psychological basis for

unwarranted certainty seems to derive from the fact that people reach

conclusions about answers by reconstructling their knowledgevfroﬁ fragments
of information, much as a paleontologist infers the appearance of a
dinosaur from fragments of bone. For'ekample, a person who is "absolutely
certain" that the potato is oative to Ireland and not ?eru may base this
judgment on the ready association "Irish potato" and the knowledge that

a great potato famine caused mass:emigration from Ireland to America.
Unfortunately, we appear to be insufficiently critical of the assumptions
and reasoning on which our opinions are based--indeed, we typically feel
that we have direct access to our knowledge and .thus we are unaware that
we are making inferences. The potato, by the way, is native to Peru.

Problems of Decision Making

Consider next the integrationrof information from diverse sources
into an overall judgment of value or a decision about a course of action.

Here, too, we observe that cognitive limitations lead people to take actions
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that are inconsistent with their underlying values:and opiqions.

The failure of one's decisions to reflect personal opinions can
be considered one of the most fundamental.aspects of nonoptimai decision
making. One example of this comes from an experiment by Lichtenstein
and Slovic (1973) conducted on the floor of the Four QueénS“Casino in
Las Vegas. Consider the follbwing pair of gambles used in therexperiment:

Bet A

-11/12 chance.to win 12 chips

1/12 chance to-win 24 chipé

lose
Bet B

2/12 chance to win 79 chips

10/12 chance to lose 5 chips

:wﬁéigthévalue of each chip has been previously fixed at, say, 25¢. Notice

[P N

Eﬁég Bet A has a much better chance of winning, but Bet B offers a higher
winning payoff. Subjects were shown many such pairs of bets. They were
asked to indicate, in two ways, how much they would like to play. each
bet in a.pair. First ﬁhey made a simple choice A or B. Later, they were
asked to assume they owned a ticket to play each bet, and they were to
state the lowest price for which they would gell this ticket.

Presumably, these selling prices and.choices are both governed by

the same underlying quality, the subjective attractiveness of each

- gamble. Therefore, people should state a higher selling price for the

gamble that they prefer in the choice situation. However, the results
indicated that subjects>often chose one gamble,'yef stated a higher
selling price for the otﬁer gamble. For the particular pair of gambles
shown above, Bets A and B were chosen about equally often. However, Bet B

received a higher selling price about 887 of the time. Of the subjects
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who chose Bet A, 877% gaQe a higher selling. price to Bet B, thus exhibiting

an inconsistent preference pattern. Grether and Plott (1978), two skeptical
econemists, recently replicated this study with several variations designed
to show that the observed inconsistencies were artifdctual. They obtained

essentially the same results as were found by Lichtenstein and Slovic.

What accounts for:the inconsistent pattern of preferences? Lichten-

stein' and Slovic?qgﬁgiaaéqifhEE—beoﬁle use_differen£>c6éﬁifi§e'strétegieé’

for setting prices than for making choices. People choose'Bet A because
of its good odds, but they set a higher price for B because of its large
winning payoff. Specifically, it was found that, when making pricing
judgments, people who find a gamble basically attractive use the‘amoﬁnt
to win as a natural starting point. They then adjust the amount to win
downward to take into account the less-than-perfect chance of winning and
the fact that there is some amount to lose as well. Typically, this
adjustment ‘is insufficient and that is why winning peyoffs 1ead people
‘to.set prices. that are inconsistentwiith their choices. Because the pricing
and choice responses are inconsistent, it is obvious that at least one
of“these responses does not accurately reflect what the decision maker
believes to be the most important attribute in a gamble.

A "compatibility" effect seems to be operating here. Since a selling
price is expressed in terms of monetary units, subjects apparently found
it easier to use the monetary aspects of the gamble to produce this type
of response. Such a bias did ' not exist with the choices, since each
attribute of one gamble could be directly compared with the same attribute
of the other gamble. With no reason to use payoffs as a starting point,

subjects were free to use any number of strategies to determine their
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choices. The overdependence on payoff cues when pricing a gamble suggests
a general hypothesié to the effect that the compatibility or commensura-
bility between a dimension of information and the requiredvrésponse affeéts
the ease with which that information can be used and, ultimately, its
importance in determining the response. This hypothesis received support
in an experiment by Slovic and MacPhillamy (1974) who found fhat dimensions
common to each alternative in a choice situation had greater influence

on decisions than did dimensions that were unique to a particular alter-
native. Interrogation of the subjects after the experiment indicated.

that most did not wish to give more weight to the common dimension and
were unaware that they had done so.

The message in these experiments is that the amalgamation of
different types of information and different types of values into an
overall judgment.or decision is a difficult cognitive process and, in
our attempts to ease the strain of processing information, we often
resort to judgmental strategies that may do an injustice to our underlying
values. In other words, even when all the relevant events, probabilities,
and outcomes are known and madé explicit, as in the gambling situation,
subtle aspects of the decision we have to make, acting in combination
with ouf intellectual limitations, may'bias the balance we strike among
the at;;ibutes.

When the decision is not well structured, that is, when all the
relevant aspects are not explicitly specified, fﬁrther difficulties
arise. TForemost among these is the neglect of one or more crucial factors

whose relevance only becomes apparent, unfortunately, after the decision

-has been made. An example of this is provided by Birkin and Ford (1973),
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who examined the after-effects of the '"Zero Defects'" program. This

program, adopted by more:than 12,000 industrial firms, attemptea to attack
the problem of defective wérkmanship by motivating employees to do the

job righ; the first time. The program was based on the following rationale:

"Because of thezcomplexity of today's products and because of the drastic

_—

‘consequences of product{féiiﬂne;}management’should»use all means possible
to get a job done right éi;;éifst'time." Once the program was iﬁplemented,
many firms discovered they could not live with the consequences of making
quality a primary goal. »As quality rose, productivity declined, prodﬁc—

tion deadlines were missed; and amounts-of époiled and scrapped goods

increased. A high percentage of firms dropped the program.

Random error. We're all familiar with the effects of random error
in activities that involve motor skills——playiﬁg golf is one such activity
that comes to mind. Random error is the mysterious lack of control that
causes two drives, seemingly executed the same way, to end up in
different parts of the fairway. We're less aware that similar lack of
control affects our decision making behayiors as well as our golf
games. In fact, it's only quite recently that decisions have been
studied in a way that illustrates this problem.

Goldberg (1970) described the problem of error and unreliability
by noting that:

He [the judge] 'has his days': Boredom, fatigue, illness,
situational and interpersonal distractions all plague him, with

the result that his repeated judgments of the exact same stimulus

configuration are not identical. He is subject to all those human
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frailties which lower the reliability of his judgments below unity.

(p. 423). -

There are a number of studies demonstrating the presence of random
error in the judgments of experts. One bf“the-most.significant of these
studies was done by Garland (l960) who measured the reliability of radio-
logists as they.attempted to detect the presence of lung 'disease on X-ray
films. Garland found that radiologists changed their minds in about 207
of the cases when reading the same film on two separéte occasions.

Another example of inconsistency comes from an unpublished study of
expert horserace handicappers, which Bernard Corrigan and I conducted at
the Oregon Research Institute. We were interested, not in horserace
predictions but in the stresses caused by information overload.b Horse-
racing provided an appropriate context in which to study this. We
expect that the results will generalize to any domain in which the integra-
tion of large masses of quantitative information is performed by means
of skilled human judgment.

Our judges in this study were eight individuals, carefully selected
for their expertise as handicappers. Each judge was presénted with a
list of 88 variables taken from the horses' past-performance charts. The
judges were asked to indicate which five variables out of the 88 they
would ‘wish to use when handicapping a race, if they were limited to just
five variables. They were then asked to indicate which 10, which 20,
and which 40 they would use if 10, 20, or 40 items of information were
available. |

-All the handicappers judged éach of 45 races under all four informa-

tion conditions. First they saw five variables and ranked the top five
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horses in the race in the order they thought the horses would finish.
-They then received their preselected 1l0-variable set and reranked the

horses.-fﬁéxtwfhey'ranked them again using 20 and finally 40 variables.
N R . .

Ali handicappérs had their own personalized»set of 5, 10, 20 and 40 vari=
ables. Five of the races were repeated at the end of the experiment.
By examining a handicapper's two rankings for the same race, we were
able to assess the degree of inconsistency in that person's judgment
policy. |

| The results indicated that, on the average, accuracy of prediction
was as good with five variables as it was with 10, 20 or 40. However,
every - handicapper became more confident in the accuracy of the judgments
as amount of information increaséd.. Examination of judgments for the
repeated races showed that inconsistency increased sharply as the amount
of available information increased. With 5 predictors, 22% of the first-
place choices were changed on the second replication; with 40 predictors,
39% of the judgments changed.‘ These results should give pause to those
who believe they are better off getting as much information as possible
prior to making a decision.

Are Important Decisions Biased?

The results described above contradict our traditional image of
the human intellect. It is,:therefore, important to determine whether
these inadequacies in decision making exist outside the laboratory in
" situations where_experts use familiar sources of information' to make
decisions that are important to themselves and others.

Much evidence suggests that the laboratory results will generalize.
Cognitive biases appear to pervade a wide variety of socially important

judgments in which intelligent individuals serve-as decision makers, often
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under conditions that maximize motivation and involvement. For examﬁle,
the subjects studied by Iveréky and Kahneman (1974) were sciéntists,
“highly trained in statistics, evaluating problems similar to those they
faced in -their own research,. The overdependence on specific evidence and
neglect of base rates observed in laboratory studies have also been
found among psychometricians responsible for the development and use
of psychological tests (Meehl & Ba§en, 1955) and among intelligence
officers eﬁaluating military inf;fmation reports (Samet, 1975). The
latter based their evaluations primarily on a report's content, neglecting
the base-rate reliability of the report's source. Flood-plain residents
misjudge the probability of floods in ways readily explained in terms of
availability bias (Kates, 1962; Slovic, Kunreuther & White, 1974). A
study by Wohlstetter (1962) of American unpreparedness at Pearl Harbor
found the:U.S; Congress and military investigators guilty of hindsight
bias in their judgment of the Pearl Harbor command staff's:negligence.
A classic caée of the "law of small numbers" is the discovery by Berkson,
Magath, and Hurn (1940) that aspiring lab technicians were expected by
their instructors to show greater accuracy in performing.blood cell
counts than was possible given sampling variation. These instructors
marveled that the best students (those who would not cheat) had the greatest
difficulty in producing acceptable counts.

The anchoring and insufficient adjustment that Tversky and Kahneman
observed with their almanac questions could well contribute to errors
that plague projected cost estimates. For example, one congressional study
noted that the cost of major.weapon systems was running nearly 507 ahead

of original estimates. In one case where the original estimate for six
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submarine rescue vehicles was $18 million, the actTal cost was close to
$460 million--a value that moét certainly would ha?e been viewed,aé
impossible when the originél estimates were made. (This gigantic overrun,
like many others, was blamed on a failure to foresee development problems.
The moral seems to be that there are many ways our‘estﬁmates can go wrong,
|

and it is difficult to incorporate our unCertainty?abOut these possible

sources of error into our judgments.

In case studies of policy analyses, Albert Wohlstetter (1974) found
: i
that American intelligence analysts consistently underestimated Soviet
|

Finally, 1'4d like to point out a particularly;painful.example of

|
anchoring and insufficient adjustment from my own.gxperience. A few

: -
years ago a colleague and I agreed to write a chapéer for a book. After

!
the project was completed, we were rummaging through our correspondence
I

with the book"'s editor and were rather dismayed to mote the string of .-

i

“optimistic projections and broken promises that is jillustrated as follows:

i

History of the Chapter |
. i

|

We promised it

On this date ’ for this date
Sept. 16, 1968 June, 1969 {
May, 1969 , Eﬁd of July, €969
Dec., 1969 End of Jan., #970
Jan., 1970 Apr.," 1970

Apr., 1970 | End of June, 1970

|
But we finally sent the 7 =i |
. first.draft July. 24.,.1970.

- P -
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Many of you fiay_have had the same eXperiénce; and we CantakKe some = Ll
W e T T T D L S R e - L .

small comfort in a study by Kidd (1970) showing th?t a similar thing
happens when the Central Electricity Generating Bo%rd”in England and Wales

attempts to estimate how long it will take to overﬁaul its equipment.

|
|
One additional implication of the researchaon?people's limited -

Comment

ability to process probabilistic information deserves comment. Most of
|

i

the discussions of "cognitive strain" and "limited {capacity" that are

derived from the study of problem solving andAconcépt formation depict
!

a person as a computer that has the right programs;but cannot execute
|

i
them properly because its central processor is too ismall. The biases

t
due to availability and anchoring certainly are codgruent with this

analogy. But the misjudgment of sampling variability and the errors of

|
l
prediction illustrate more serious deficiencies. %ere we see that

j
people's judgments of important probabilistic phenomena arennot merely
|
biased but are in violation of furidamental normative rules. Returning
!
D
to the computer analogy, it appears that people 1ac$ the correct programs

|
for many important judgmental tasks.
i’ \
How could it be that we lackvadequate'programsjfor probabilistic;_ﬁ
; .
thinking? Sinsheimer (1971) argues that the human brain has evolved to
] -

cope with certain very real problems in the immediaFe, external world | ;
 and thus lacks the proper framework with which to encompass many offthe;¢°n‘
{ A A

ceptual phenomena.. Following Sinsheimer's reasdniné, it might be éféued
- I

v ]
that we have not had the opportunity to evolve an intellect capable of

!
[

dealing coénceptually with uncertainty. We are essentially trial-and-error
i

learnérs; who ignore uncertainty and rely predominaﬁtly on habit or simple

{
i
!

|
!
|
|
|
i
i
!
|
|
{
1
|
|
i
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deterministic rules. When we can afford to learn from our mistakes,
this may be a satisfactory way to behave. When we|cannot, we must look

. |
toward decision aids to help minimize errors of judgment.
Z ;..‘___,‘__v,r-‘_:ﬁjwn = ) ;

- v '/’h

-

{

DECISION AIDS

—

Research in both laboratory and field settings strongly supports the
|

view of decision processes as boundedly rational. !Given.this awareness

- , . . .
of our cognitive limitations, what sort of techniques will enhance our
i
1
capacity for making intelligent decisions? j

I have found it useful to consider the repeatability of the task
|

]
when characterizing decision aids. Near one end of what is really a

1 _
continuum of repeatability are tasks such as selection or rejection of

applicants for jobs. The essential structure of e%ch application (e.g.,

:
the types of information available) remains nearlythe same from case to
| .

case, although the specific details of each applicgtion will, of course, .
o
. . . - i
change. Toward the other end of the continuum are,more unique decisions.

The decision to build a supersonic commercial airl#ner exemplifies this
type of problem. . ' !
|

Figure 1 depicts my conception of the relatioﬁship between decision
1

: |
repeatability and decision-aiding techniques. Wheé decisions are

1
repeatable, they can be handled quite effectively by precise rules or

standard operating procedures (SOPs). Although SOés, such as rules for
1
v !
reordering supplies in an office, have been around|for a long time, there
are new and powerful variants, bootstrapping and m@ltiattribute utility
|

analysis, that merit discussion here. When predes%gnated rules are

1
insufficient, computerized information management §ystems and realistic

i
i
I
!
i
1
i
|
{
4
i
|
]

¢
|
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|
. . . - . | .
experience in a simulated decision environment serve as aids. If the
. ’ !

o .
decision task is unique, I believe it is important?to consider the time

available for deliberations prior to action. If the leadtime is long and
o

{
the decision is important enough, then decision anélysis is the relevant

#iding technology. If the leadtime is short, I seé no recourse other
i

b

be discussed below.
O . S FO e

Insert Figure 1 about here
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Aids for Unique Decision Situations

4
Decision analysis. Decision analysis is a geheral—purpose technology

|

for making decisions when the stakes are high and both time and resources
|
|

are ample. The roots of decision analysis can be traced to World War II

and the need to solve strategic problems in situations in which experience

S
|

was either costly or impossible to acquire. The téchnique developed then

1
was labeled '"operations analysis' and later became|known as 'operations
research." |
During recent years, a number of closely related offshoots of

! .
operations research have been applied to decision problems. These include

l
! :
systems analysis and cost-benefit analysis. Systems analysis is a branch
l .
of engineering, whose objective is capturing the i#teractions and dynamié
. ' |
behavior of complex systems. Cost-benefit analys}s attempts to quantify

the prospective gains and losses ffom some proposeé action, usually in
terms of dollars. if the calculated gain from an %ct or projeét is
positive, it is said that the benefits outweigh thé costs, and its
acceptance is recommended (see, for example, the application of cost-

benefit analysis to the study of auto safety features by Lave and Weber

(1970) .

What systems analysis and operations research approaches lacked for
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many years was an effective normative framework for dealing either with
the uncertainty'iﬁ the world or with the subjectivity of decision makeérs'
values and expegtations. The emergence of decision theory provided the
general normative rationale missing from these early analytic approaches.

The objective of decision theory is to provide a rationale for
making wise decisions under conditions of risk and uncertainty. It is
concerned with‘prescribing the course of action that will conform most
fully to the decision maker's own goals, expectations, and values.

Decisions:uqder uncertainty are typically represented by a payoff
matrix, in which the rows correspond to alternative acts that the decision
maker can select &and the columns correspond to possible étates of nature.
In the cells of the payoff matrix are one set of consequences contingent
on the joint occurrence of a decision and a state of nature.

Since it is impossible to make a decision that will turn out best
in any eventuality, decision theorists view choice alternatives as gambles
and try to choose according to the "best bet." 1In 1738 Bernoulli defined
the notion of a best bet as one that maximizes the "expected utility" of
the decision. That is, it maximizes the quantity

n -
EU(A) = 2 "P(E2)U(X:) ' @8]
i=1 A 1

where EU(A) represents the expected utility of a course of action which
has consequences Xl’ X2, v e Xn depending on events El’ E2’ N En’
P(Ei) represents the probability of the i'th outcome of that action,
and U(Xi) represents the subjective value or utility of that outcome.

‘A major advance in decision theory came when von Neumann and Morgen-

~
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stern (1953) developed a formal justificationifor‘fhe expected utility
criterion. They showed that, if an individual's preferences satisfied
certain basic axioms of rational.behavior, then'that person's decisions
could be described as the maximization of expected utility.' Savage (1954)
later generalized the theory to allow the P(Ei) values to represent
subjective or personal probabilities.

Maximization of expected utility commands respect. as a guideline. for

wise behavior because it is deduced from axiomatic principles that presuma-

bly would be accepted by any rational person. One such principle, that

-of transitivity, asserts that, if a decision maker prefers outcome A to

outcome B and outcome B to outcome C, it would be irrational for that
person to prefer outcome C to outcome A. Persons who are deliberately
and systematically intransitive can be used as "moneyvpumps." You can
say to them, "I'll give you C. Now, for a penny, Ifll take back C and
give you B." Since they prefer B to C, they accept. Next you offer to
replace B with A for another penny and again they gccept. The cyéle is
completed by offering to replace A by C for another penny; they accept
and are 3¢ poorer, back where they started, and ready for another round.
Applied decision theory assumes.that the rational decision maker
wishes to select an action‘thét is logically consistent with his or her
basic preferences for outcomes and feelings about:the likelihoods of
the events on which those outcomes depend. Given this assumption, the
practical problem becomes one of structuring the alternatives.and scaling
the subjective values of outcomes and their likélihoods so that subjective
expected utility can be cal@ulatéd for each alternative. Another problem
in application arises from the fact that the range of possible alterna-

tives is often quite large. Also, each outcome may have multiple facets
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that must be combined into an overall estimate of worth.

Recently, a methodology called decisioh analysis has been developed
to combine decision theory with the sophisticated modeling of decision
problems (i.e., the critical options, events, and consequences) provided
by systems analysis (Howard, 1968; 1975). Decision analysis has been
applied to such complex and diverse problems as whether or not to modify

hurricanes (Howard, Matheson. & North, 1972), the selection of experiments

for a Mars space mission (Matheson & Roths, 1967), the decision to undergo

coronary artery surgery (Pauker, 1976), and the choice of nuclear vs. coal
power plants (Barrager, Judd & North, 1976).
A key element of decision analysis is its emphasis on structuring
the decision problem and decomposing it into a number of more elementary
problems. In this sense, it attempts a simplification process that,
unlike the potentially detrimental simplifications the unaided decision
maker might employ, maintains all the essential ingredients that are
necessary.to make the decision and ensures that they’ére used in a manner
logically consistent with the decision maker's basic preferences. Raiffa-
(1968) expresses this attitude well in the following statement:
The spirit of decision analysis is divide and conquer: Decompose
a complex problem into simpler problems, get yoﬁr’thinking straight
in these simpler problems, paste these analyses together withla logi-
- cal glue, and come out with .a program for action for the complex
problem. Experts are not asked complicated, fuzzy queétions, but

crystal clear, unambiguous, elemental hypothetical questions (p. 271).

o

Decision analysis assumes that all relevant considerations in a decision

can be assigned to one or another of four components: initial options,
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possible consequences, values, and uncertainties. An important tool'is
the decision tree, .which diagrams the streaﬁ of uncertain consequences
arising from a decision.

Beyond its primary role of serving as a method for the logical
solution of.complek’decisﬂm1problems,deciSion analysis has additional
advantages as well. The formal structure of decision analysis makes clear
all the elements, their relationships and their associated weights that
have been considered inva decision problem. Because the model is explicit,

it can serve an important role in facilitating communication among those

involved in the decision process. With a decision problem structured in

e —— e ——

.and _importance of -any :ar'eas'k'aif"di[sagreemeritfag_d_:fisiteljﬁing,;,__; L .-

e

whether such disagreements have any material impact on the indicated
decision. 1In addition, should there be any change in the circumstances
bearing on a given decision problem,-it is fairly straightforward to
reenter the existing problem structure to change values or to add or remove
problem dimensions: as.may be indicated.

It should be emphasized that in no sense does decision analysis replace
decision makers with arithmetic or change theArole,of wise human judgment
in decision making. Rather, it provides an orderly and more easily

understood structure that helps to aggregate the wisdom of experts on the

many topics that may be needed to make a decision, and it»éi&s skilled -z

decision makers by providing them with mathematical techniques to

L@y A
S

: PRI ,_‘l\.' Y . ) . . .
support, supplement, and ensure the internal consistency of their judgments.

C.

It is difficult to convey in a summary such as this the depth of

thinking and the logic underlying decision analysis. Any brief description
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necessarily simplifies the analysis and highlighté?a chief objection to
decision aﬂalysis in general--the claim that it ovérsimplifies the situa-
tion and thus misleads. Nevertheless, even those Qho read a complete
analysis may have concerns over its validity. Critics argue that such
analyses are inevitably constrained by time,beffor;, and imaginatioh and
must systematically exclude many considerations.

FA second major ijection to decision analysis.is;the‘possibility
that it may be used to justify and give a gloss of, respectability to
decisions made on other.and perhaps less rational grounds.

N Decision analysts counter these attacks by in;oking one of their
basic fenets——namely, that any alternative must be:considered in the
context of other alternatives. What,. they ask, ar; the ‘alternatives tb

i
decision analysis, and are they any more immune to the criticisms raised

above? TheféﬁélYétg‘point out that traditional modes of-deéisiongmaking

are equally constrained by limits of time, effort, and imagination and

are even more likely té induce systematic biases (és illustrated previously).
Sugh biases are much harder to detect and minimize:than thg deficiencies

in the explicit inputs to decision analysis. Furtﬁermore, they argue,

if some factors are unknown or poorly understood, éan traditional methods
deal with them more adequately than decision analyéis does? Traditional
methods also are susceptible to the '"gloss of respéctability" criticism
noted above. We often.resort to expertise to buttgess_our'decisions without

really knowing the assumptions and ‘logic underlying the experts' judgments.

e m—

Decision analysis makes these assumptions explicit. SuchiéXplicit data™ -

are easy for knowledgeable persons to criticize and the explicitness thus

pr T
~ focuses idebate on the right issues.
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Decision analysts would agree that their craft is no panacea, that
incomplete or poorly designed analyses may be worse than no analyses
at all, and that analysis may be used to "overwhelm the opposition."
It seems clear, however, that the main task for the future is.not so
much to criticize decision analysis but rather to éee'how it can be

used most appropriately.

Educated Intuition

N
§ .

Decision analysis will require extensive further development'before
it is ready for use in situations in which unique decisions must be taken
with little time fof deliberation. Thus, the stan&ard method of decision
in these situations will continue fo be intuition. Given the pitfalls to
which intuitive decisions are susceptible,.we'haveilittle reason to féel
comfortable with this prospect. It would séem'desirable to prevent such
situations from occurring, whenever possible. Evefy attempt should be
made to foresee contingencies and plan for them in:advance. Failing that,
conservative decisions, which permit one to take f%st corrective action
to recover from the inevitable mistakes, would seem advisable.

Since we cannot avoid the‘necessity of making{some important decisions
intuitively, we should at least educate decision m%kers to the pitfalls
that await the unwary. For example, one should re;lize the difficulties
of using gase—specific information to predict low—ﬁase—rate (rare) pheno-
mena and, thereforé, should take special precautioﬁs.to ensure adequate
consideration of the base rate. When action is contingent on quantitative
estimates that may be éusceptible.to anchoring bia;, the wise decision
maker will obtain multiple estimates, based on differing methods, to

allow biases to "cancel out." Since feelings of certainty often lead to

i 1)




-39

bold, decisive action, it is important to alert degision makers to the
kinds of situations that foster unwarranted confidénce. ‘Before

taking action in these situations, decision makers should scrutinize the
assumptions on ﬁhich their confidence is based'andiforce themselves to
consider scenarios that might make their actions look bad (see, for
example, Howard, Merkhofer, Miller and Tani, 1975);

Aids for Repeated Decisions

- Bootstrapping. Judgment and decision making Have traditionally
been viewed as mysterious phenomena, incapable of Being.described precisely.
However, considerable research over the past’1l5 years has demonstrated

<

. e .
that this traditional view is incorrect. The hidden cognitive processes

A

e

of:the judge can be modeled, made explicit, and pr&grammed so that a com-
puter can make judgments that correlate highly wité those made by the

human. The ability to construct models has important practical consequences.
In repeatable decision situations, judges can be réplaced by their own
models. The benefit from doing this is not merely{increased efficiency or
freeing the judge for more creative activity. In many. cases, the model

of the judge makes better predictions than the judge! Dawes (1971) has
termed this phenomenon 'bootstrapping.'

Before discussing bootstrapping in more detai%, let's first consider
the sorts of models that might be used to simulateithe decision maker.
These models take two forms, simple and complex. An example of the latter
is the simulation by Clarkson (1962) of the portfolio selection process
of a bank's trust investment officer. Clarkson fo%}owed the officer around

for several months and studied his verbalized reflections as he was asked

- to think aloud while reviewing past and present deéisiong. Using these

. e
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_verbal descriptions as a guide, the investment process ﬁas translated
into a sequentially branching computer program. Wheﬁ the validiﬁy of
the model was tested by comparing its selections with future portfolios
selected by the trust officer, the correspondence Between actual and
similated portfolios was found to be remarkable good.

Clarkson's work shows that,»given patient andéintelligent effort,
many of the experts's cognitions can Be disﬁilled into a form capable of
being simulated by a computer. One application of;Clarkson—type modeling
has been proposed but not yet implemented by reseafchers at the department
of clinical medicine at a leading medical shcool. ,These researchers are
concerned with the difficulty of making decisions Qith regard to medical
tests. In addition to being expensive, the tests are sometimes painful
and dangerous. The interpretation of the test resﬁlts is hindered because
théy are affected by treatment variables and other!aspects of the patient's
condition. New ﬁests are.continuaily being develoéed. As a:iresult of
thesé factors, the average physician often does a ?oor job of selecting
and evaluating tests. It has been proposed that séquential decision trees
or flow chart models be developéd for the world's 1eading experts on
various sorts of tests--tests for thyroid disorder, liver disease, and
so forth. These models could then be programmed iAto a computer and made
accessible to practitioners.

There is yet another - approach to modeling--a simpler one that provides
less of a sequential analysis and more of a_quantified descriptive summary
of the way that a decision maker weightsvand combiries informatiqn from
diverse sources. This approach aims to develop a mathematical model of

the decision maker and requires less time and effofrt on the part of investi-

gator, subject, and computer. It forms a nice comﬁromise between Clarkson's
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complex, sequentially'branching model and the relatively naive approaches
of the precomputer era--such as simply asking decision makers how they
make their judgments. The rationale behind these mathematical models.
and techniques for building them are reviewed by Slovic and Lichtenstein
(1971).

The basic approach requires the ‘decision maker to make quantitative
evaluations of a fairly large number of cases, each of which is defined
by a number of quantified cue dimehsidns or characﬁeristics. A financial
analyst, for example, could be asked to predict thé long-term price
aépreciation for each of 50 securities, the securiﬁiés being defined in
terms of cue factors such as their P/E ratios, corﬁorate earnings growth
trend, dividend yield, and so forth. The manner in which the analyst

It
weights these various factors can then be described by fitting a linear
.equation to the judgments.
The resultant equation would be

~

’ Jpa = blxl + b2X2*+ - . . kak (2)

where Jpa = predicted judgment of price appreciation;-xl, X2 .« .. Xk are
the quantitative values of the defining cue factors (i.e., P/E ratios,

b, are the weights given to

earnings, and so forth); and bl’ b2 -+« by

the various factors in order to maximize the multiﬁle correlation between
the predicted judgments and the actual judgments. These weighté are
assumed to reflect the relative importance of the_ﬁ?ctors foér the analyst.
Equation (2) is known. as the linear model.

Psychologists have found linear equations to ge remarkably successful

in modeling such diverse phenomena as psychiatric and medical diagnoses,

and judgments of job performance, graduate school applicants, suicide risk,
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financial soundness of businesses, price increases of stocks, Air Force
(

-cadets, theatrical plays, and trout streams; political scientists have

found linear models useful for describing judicial -decision processes .in

workman's compensation 'and civil liberties court cases (Slovic & Lich-

tenstein, 1971; Slovic, Fischhoff & Lichtenstein, 1977). iy. S.

senators have been modeled and their roll—call voteés predicted (Wainer;
Zill & Gruvaeus, 1973). |

- More compléx, nonlinear, judgmental processes can be modeled by
including exponential terms (xz, x3, etc.) or croé$ product terms (e.g.,
Xy, x2) into the judge's equation. However, nonli&ear_propessimg typically
accounts for only a small fraction of the predictaﬁle variance in human
judgments. Most of thewvariance is accounted for éy linear equations,
whose coefficients have provided useful descriptioﬁs of the judges cue-

- weighing policies and have pinpointed the source of inter-judge disagree-
ment and non-optimal cue use (Hammond, “Stewart, Bréhmer & Steinmann, 1975).
Why do linear models do so well? Dawes and Gerigan (1974) have

-observed that in most judgment situations (a) the predictor variables are

monotonically related to the criterion being judged (or can easily be
rescaled to be monotonic) and (b) there is error iﬂ the predictors and

the judgments. They demonstrated that these condigions practically ensure
good fits by linear models.

Now that we've examined the ways that decision makers can be modeled,
let's look again at bootstrapping. The rationaie ﬁehind it is quite
simple. As noted earlier in the discussion of random error, human
judgment often lacks reliability.. Goldberg (1970):pbserved:

.‘. . if the judge's reliability is less than unity, there must be
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error in his judgments-—error which can serve no other purpose
._ than to attenuate his accurécy, . If we could . . . [eliminate] the
random error in his judgments, we should thereby increase the valid-

ity of the resulting predictions (p. 425):J

A model captures the judge's weighting policy.and applies it consis—
tently, If there is some validity to this policy éo begin'with, filtering
out the error viasthe model should increase accuraéy. 0f course,
bootstrapping preserves and reinforces any misconcéptions or biases that
the judge may have. TImplicit in the use of bootstfapping is the assumption.
that theSe‘giases will be less detrimental to performance than the incon-
sistencies of unaided human judgment.

Bootstrapping has been explored indepéndenﬁlyaby a number of different
investigators (Slovic & Lichtenstein, 1971). One éarticularly nqtéworthy
demonstration comes from a study of a graduate stu%ent admissions commit-
tee by Dawes' (1971). Dawes built a regression equ%tion to model the

average judgment of the four-man committee. The predictors in the

equation were overall undergraduate grade point avérage, quality of the

! { c— o

N v o T o il
undergraduate school, and a score from from the GraduatéiRecordgExamlgap;gg:g

To evaluate the validity of the model and the possibility of bootstrapping,
Dawes used it ‘to predict the average committee rating for his sample of
384 applicants. He found that it was possible to‘find a cutting point

{

on the distribution of predicted scores such that no one who scored below
;

that point was invited by the admissions committee. Fifty-five percent

of the applicants scored below this point, and thuﬁ could have been elim-
. :I
inated by a preliminary screening without doing anﬁ injustice to the

3
1

committee's actual judgments., Furthermore, the weights used to predict
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the committee's behavior were better than the committee itself iﬁ
predicting later faculty ratings of the selected students.. In a cost-
benefit analysis, Dawes estimated that the use of éuch a liﬁear model to
screen applicants to the nation's graduate schools could result in an annual
saving of about $18 million worth of professional time.

Théapotential_of judgment modeling for facilitating decision making
is unlimited. Wherever expertise exists, there is:the possibility of
modeling it and using the model for training or for constructing automated
decision systems.

Other decision fules. The linear regression model describes the

weighting system implicit in the decision maker's Behavior. One disad-
vantage to this approach is that the decision makef, perhaps because

of cognitive limitations, may not be weighting information in the desired

¢

way. Another disadvantage is that it is not”alwayé feasible to obtain

the large number of judgments necessary for building the model. These
difficulties can be overcome by the use of a multi;ttribute utility (MAD)
model that explicitly states the desired weights for:ieach factor in order
to produce some overall judgment. For example, one might wish to défine
the relative importance of variablé X to variable Y as 2 : 1 rather than
inferring the values from someoneﬁs judgments. MAﬁ'procedures are gaining
widespread acceptance as rule-based methods for combining component dimen-
sions into an oye;all"evaluation. For a more déta%led discussion of this

methodoiogy see Fischer (1975), von Winterfeldt and Fischer (1975), Slovic,

Fischhoff and Lichtenstein (1977) or Keeney and Raiffa (1977).

Information Eontrol systems. Of course, not all repeatable decisions

can be handled by rules. When the human element i$ neéessary, performance




-38-

can be facilitated by computer-based information s&stems for storing,
modifying, retrieving, and displaying data and for performing various -
sorts of symbolic and arithmetic manipulations. Oﬁe such system called
AESOP (An Evolutionary System for On-line flanning) is described by
Doughty and Feehrer (1969).

In one experimental test of AESOP .involving allocétion of tactical
aircraft to various missions, planners were requiréﬁ to make decisions
which represented an optimal tradeoff between seve£al criteria, including
time.over target, minimization of use of recycled %ircraft, and minimiza-
tion of use of recycled aircraft, and minimization'éf total flying time.
Performance of planners assisted by AESOP was supeqﬁor to that of those

who were unassisted. AESQP provided no’; formal procedures or rules to

4
'

aid the decision maker. However, its concise disp¥éys appeared to help
planners comprehend the extent to which their resod;ces would be strained
-and, therefore, enabled them to develop a better "féel" for their plans.
Simulation. One of the most extensively.devel%ped methods for shar-
pening decision performance is tha; of simulation. Simulétioﬁ places
the decision maker in situations that are similar in certain important
aspects to those they are likely to encounter'invthghreal world. Simula-
tion has the advantage of exposing the decigion mak;r to a rich variety
of situations in which the consequences of error are not catastrophic.
Performance can be evaluated and immediate feedback provided. On the
negative side, éimulations_must be carefully designéd to present the
critical aspects of the real decision if proper tra#sfer is to be obtained.
For further discussion of simulation approaches see Abt (1970), Driver

and Hunsaker (1972) and a review by Nickerson and Feehrer (1975).
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"Future Work .

Decision-aiding technologies are still in an éarly stage of develop-
ment. Thus, although decision analysié is undoubtédly the wave ‘of the
future, many problems need to be resolved before wé can reap its full
benefits.

First of all, we need to develop techniques for structuring the
decision problem. The logic of decision theory caﬁnot be applied until
the alternatives, criticalvevents, and outcomes are specifiéd. We need
algorithms for accomplishing this and for simplifying the large, complex
decision trees that may result.  Crisis situations; where stakes are
high, time is short, and the alternatives and info;mation continually
changing, pose particularly difficult structuring éroblems.

Subjective judgments of probability and valuelare essential inputs
to decision analyses. We still do not know the best ways to elicit
these judgments. Now that we understand many of the biases to which judg-
ments are susceptible, we need to develop debiasing techniques to minimize
thgir destructive effects. Simply warning a judgezabout a bias may
prove ineffective. Like perceptual illusions, many biases do nét'disappear
upon being identified. It may be necessary to (a) restructure the judgement
task in ways that ciréumvent the bias, (b) use sevéral*different methods
allowing opposing biases to cancel one another, or (c) correct the judgments
externally, based on an estimate of the direction and strength of the bias.

Decision aids must be easy tb use. Development of computer graphics
techniques is needed to accomplish this goal. Aidé also need to be evalu-
ated to determine whether they really are improviné quality.

Much progress has been made recently toward understanding judgmental
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and decisionfmaking processes. We need to continue this pursuit of basic
knowledge. Simon (1965), outlining the~historica1 development of writing,
the number system, calculus, and otherimajor aids to thought, provided
what seems to me a fitting observation,with which to conclude this article:
All of these aids to human thinking, and many others, were devised

without understanding the process they aided--the thought process

itself. The prospect before us:now 1s that we ehall understand that

process. We shall be able to d1agnose[w1th great accuracy the diffl—

e s S e

SR

cultles of a. C. l dec1s1on maker R and we: shall be able to help

, e o Rl PR

h1m modlfy hlS problem- solv1ng strategles 1n spec1f1c ways.

\‘ - -
%

We have no experience yet that would allow us to judge what
improvement in human decision making we might expect from the appli-
cation of this new and growing knowledge. . .. Nonetheless, we

have reason, I think, to be sanguine at the prospect (p.v92{Tm:‘.

~
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