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Doppler-limited, steady-state, linear absorption spectra of 127h (diatomic iodine)

near 675 nm were recorded with an internally-referenced wavelength modulation

spectrometer, built around a free-running diode laser using phase-sensitive detection, and

capable of exceeding the signal-to-noise limit imposed by the 12-bit data acquisition

system. Observed h lines were accounted for by published spectroscopic constants.

Pressure broadening and pressure shift coefficients were determined respectively

from the line-widths and line-center shifts as a function of buffer gas pressure, which were

determined from nonlinear regression analysis of observed line shapes against a Gaussian­

Lorentzian convolution line shape model. This model included a linear superposition of

the h hyperfine structure based on changes in the nuclear electric quadrupole coupling

constant. Room temperature (292 K) values of these coefficients were determined for six

unblended h lines in the region 14,817.95 to 14,819.45 cm-1 for each of the following
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buffer gases: the atoms He, Ne, AT, Kr, and Xe; and the molecules H2, D2, N2, CO2, N20,

air, and H20. These coefficients were also determined at one additional temperature (388

K) for He and C02, and at two additional temperatures (348 and 388 K) for AT. Elastic

collision cross-sections were determined for all pressure broadening coefficients in this

region. Room temperature values of these coefficients were also determined for several

low-Jh lines in the region 14,946.17 to 14,850.29 cm- I for AT.

A line shape model, obtained from a first-order perturbation solution of the time­

dependent Schrodinger equation for randomly occurring interactions between a two-level

system and a buffer gas treated as step-function potentials, reveals a relationship between

the ratio of pressure broadening to pressure shift coefficients and a change in the wave

function phase-factor, interpreted as reflecting the "cause and effect" of state-changing

events in the microscopic domain. Collision cross-sections determined from this model

are interpreted as reflecting the inelastic nature of collision-induced state-changing events.

A steady-state kinetic model for the two-level system compatible with the Beer­

Lambert law reveals thermodynamic constraints on the ensemble-average state-changing

rates and collision cross-sections, and leads to the proposal of a relationship between

observed asymmetric line shapes and irreversibility in the microscopic domain.
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CHAPTER I

INTRODUCTION 1 - CONTEXT AND OVERVIEW

1.1 Overview of Chapter I

This chapter begins with a brief historical review of linear absorption

spectroscopy, which seeks to provide a context for the measurement of pressure

broadening and pressure shift coefficients. A brief overview of the experimental

methods of linear absorption spectroscopy and wavelength-modulated linear

absorption spectroscopy are presented. The role of such methods in training the next

generation of scientists is briefly explored. The last section on error propagation is

essential in the attempt to make this manuscript more complete and self-contained.

1.2 Historical Overview of Absorption Spectroscopy

In the mid-l i h century, Newton constructed a low resolution spectrometer

using a glass prism, which he then used to investigate the properties of the light

emitted by the sun (Figure 1.1). Passing sunlight through a single prism, Newton

observed the (spatial) dispersion of white light into an ordered band of colors, the

same progression observed in rainbows for time immemorial. Newton also reported

on the reversibility (at the macroscopic level) of this dispersion process by using a

second prism to recombine the light dispersed by the first prism to form a beam of

white light.

1
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Figure 1.1 Depiction of Newton's experiments of dispersing (decomposing) sunlight
into its constituent colors using a glass prism. (Digitized images from Voltaire's
Elements de la Philosophie de Newton, published in 1738.)

Roughly 150 years later the design and construction of spectrometers had

improved in (wavelength) resolution and (detection) sensitivity so that discrete

absorption features (a.k.a. lines) in the spectrum of the sun were revealed (Figure 1.2).

The introduction of the diffraction grating for light dispersion was the source of these
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improvements. As well, spectrometers were constructed for observing the emission

spectra ofbuming samples (i.e. a relatively fast reduction-oxidation reaction), which

also revealed the existence of discrete spectral features, or lines. It was eventually

recognized that the features observed in absorption and emission spectra are related to

each other, that the dark lines of an absorption spectrum occur at the same wavelength

as the bright lines of an emission spectrum.

G
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Figure 1.2 Photographic image of the solar spectrum at optical wavelengths obtained
with a large grating spectrograph. Wavelengths are given in units of Angstrom at the
top of each image-strip. The labels B, E, F, G, H, and K correspond to Fraunhofer's
original designations, while C has been changed to D1 and Dz, which refer to the
sodium D-lines, and D has been changed to Ha of the Balmer sequence. Also labeled
are the hydrogen Balmer lines H,B, Hy, and Ho (Mt. Wilson Observatory, Carnegie
Institution of Washington.)
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In the late 19th century, using a spectrometer of sufficient resolution and

sensitivity, Michelson and Morley appear to have "observed" (i.e. make note of) the

hyperfine structure of metallic vapors [Michelson]. As well, the experimental and

theoretical knowledge-base in (classical) electricity and magnetism continued to grow

and mature through the 19th century, so that by the end of this century physicists began

to offer meaningful theoretical models of spectral lines [Allen 1].

In the early 20th century, the resolution and sensitivity of spectrometers

operating at near-infrared and visible wavelengths revealed the existence of systematic

changes in the intensity of the resonance fluorescence (emission) spectruni of, for

example, diatomic iodine (h) as a function of total gas pressure [Franck]. Using

photographic film as the medium for detecting the light transmitted through the

absorption medium, new lines appeared at longer wavelengths (relative to the

excitation wavelength) in these spectra as the buffer gas pressure was increased. In

the late 1950's, electronic photo-detectors (photo-multiplier tubes) began to replace

film as a light detection medium for absorption and emission studies, which has

proven to be particularly convenient for quantitative characterization of spectral

features [Steinfeld].

The resolution of an absorption spectrum of a (relatively low pressure) gas­

phase sample in the visible region of the electromagnetic spectrum is inherently

limited by the Doppler Effect. In the last several decades, narrow bandwidth lasers

(narrower than the width of the atomic and molecular transitions being studied) and

high-speed computers have allowed for the development of techniques that "see"

beyond the Doppler-limit. The experimental methods used in this project belong to

this path of development [Allard].

The changes in line-shape (i.e. width) and line-center position (of "individual"

lines) as a function of buffer gas pressure (in absorption and emission spectra) have

long been recognized as being important [Margenau]. Empirical observation of the

linear changes in line shape and in line-center position (with respect to buffer gas

pressure), and attempts to theoretically model these effects can be traced at least as far



5

back as the 1930s. The linear rate of change of the width and line-center position (of

an "individual" line) as a function of buffer gas pressure are known respectively as the

pressure broadening and pressure shift coefficients. The use of an internally­

referenced high-resolution spectrometer, along with the ability to "see" beyond the

Doppler-limit has made such measurements at visible wavelengths more accessible

and reliable.

1.3 Linear Absorption Spectroscopy

Of particular note is the empirical observation and statement of linear

absorption (a.k.a. Beer-Lambert law, Beer-Lambert-Bouguer law, Beer's law,

Lambert's law, or Bouguer's law) in the 18th and 19th centuries, that the change in

light intensity with respect to the change in distance traveled through a particular

absorption medium is proportional to a constant value, often referred to as the linear

absorption coefficient.

An absorption medium is generally conceptualized as being composed of a

very large number of microscopic constituents (i.e. atoms or molecules). Current

theoretical descriptions at the microscopic domain indicate that the process of

absorption and emission of photons from the radiation field is accompanied by state­

changes (a.k.a. transitions) in the microscopic constituents ofthe absorption medium

(a.k.a. chromophore). These state-changes involving absorption and emission of

photons are not the only type of interactions that occurs between a chromophore and

radiation field (e.g. scatter and phase-altering), but they are essential in the observation

of a linear absorption spectrum. The microscopic models that describe absorption and

emission of photons in an absorption medium make use of the equality of the energy

of a single photon and the difference in energies between two (non-degenerate)

quantum states (a.k.a. levels) in a chromophore (a.k.a. transition energy). In

mathematical terms, bE = Ephoton = /ill), where bE is the transition energy between
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quantum states, Ephoton is the (particle-picture) energy of a single photon, Ii is the

Planck constant, and w is the (wave-picture) frequency of the radiation field (i.e. light).

The detection of the changes in the (cycle-averaged) intensity of the radiation

transmitted through an absorption medium (as a function of frequency w) is used to

probe these state-changing processes.

The relationship between wave number (k) and wavelength (A) can be defined

as k::= 1/,1.; the relationship between wavelength and frequency (w = 2nv) is deduced

from the classical theory of electricity and magnetism as c = ,1.V, where c is the speed

of light (i.e. the distance traveled per unit time by electro-magnetic waves) in a

vacuum. The speed of light is approximately 3 x 108 m S-l (a.k.a. meters per second).

The units of wave number often encountered in spectroscopy are cm-1 (a.k.a.

reciprocal centimeters).

In a typical linear absorption experiment, a well-collimated beam of light is

directed to pass through a gas cell that contains an absorption medium (e.g. diatomic

iodine). The intensity of the light beam transmitted through the absorption medium is

recorded point-by-point with a computer-based data acquisition system. Each point of

the intensity profile corresponds to a different ("single") wavelength of the radiation

source. Thus, an absorption spectrometer used to obtain quantitative results requires

calibration of the wavelength of the detected light beam and the ability to tune (or scan)

this radiation source through a continuous segment of the electromagnetic spectrum.

The calibration of each point of the intensity profile of a point-by-point

continuous spectrum to a frequency scale is achieved through comparisons to

simultaneously recorded (on a separate channel of the data acquisition system)

primary and/or secondary absolute (atomic or molecular) frequency standards (e.g.

diatomic iodine atlases). The calibration procedure can also be made more precise by

the simultaneous recording (on a separate channel of the data acquisition system) of

the spectral features (a.k.a. fringes) produced by an optical element, such as an etalon.

The spacing between fringes produced by an etalon reflects to a high degree of
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accuracy the relative changes in frequency between data points in the recorded

spectrum [Yariv].

Each data point in a (continuous) spectrum is acquired over a time-interval that

is much longer than the ensemble-average time-interval between state-changing events

of a chromophore. And the radiation detection system is configured to integrate the

detected radiation for a time-interval that is much longer than the ensemble-average

time-interval between state-changing events in a (single) chromophore. Thus, the

recorded spectra are thought of as being a reflection of steady-state dynamics for the

interaction between light and an absorption medium. The mathematical relationship

for a steady-state condition of this state-changing interaction is that the (total) rate of

photon absorption is equal to the (total) rate of photon emission. The steady-state

model can be interpreted as saying that the total light beam at a particular "single" (i.e.

monochromatic) wavelength is (to a first approximation) the sum of the photons that

reach the detector plus the photons that are held in the absorption medium (due to the

absorption and emission process) plus those photons that are re-emitted by the

absorption medium in random directions (and thus never reach the detector).

1.4 Wavelength Modulated Linear Absorption Spectroscopy

Modulating the wavelength of a nearly monochromatic light source is a

technique used to improve the signal-to-noise (SIN) ratio of an absorption experiment.

This technique is useful for conditions where it is not practical or convenient to obtain

the necessary path length and/or chromophore number density that would utilize the

full dynamic range of the detection electronics, which is the situation encountered for

diatomic iodine at room temperature and approximately 0.2 torr. The term

"wavelength modulation" (as opposed to "frequency modulation") refers to the

situation that the wavelength of the radiation source is modulated at a rate that is

considerably slower than the state-changing rate of the chromophore [Silver].
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The process of modulating the wavelength of a relatively narrow line-width

light source as it is slowly tuned across a chromophore line-shape is equivalent to

taking a first derivative of the (direct) absorption spectrum described in the previous

section [Demtroder]. The wavelength-modulation method eliminates the constant

offset signal (a.k.a. off-resonance base-line signal) introduced by the radiation incident

on the gas cell, thus allowing the full dynamic range ofthe detection (and thus data

acquisition) system to be utilized in an experimental configuration that is relatively

easy to realize. In conjunction with signal-averaging techniques (e.g. detection

bandwidth narrowing achieved with the use of phase-sensitive detection, often referred

to as lock-in amplifier detection) signal-to-noise ratios (SIN) can surpass the limits

imposed by a 12-bit data acquisition system (i.e. better than 1 part in 212
= 4096).

However, these levels of resolution and sensitivity do not necessarily indicate

that the chromophore line-shape was accurately recorded. Experience suggests that

systematic artifacts routinely appear in the recorded spectral line-shape; e.g. etalon

fringes unintentionally introduced into the sample or reference spectrum by optical

elements such as gas cell windows. Identifying the sources of these artifacts and

mitigating their effects is not trivial. The result is that the values ofthe pressure

broadening and pressure shift coefficients obtained for a particular buffer gas might be

accurate to a single significant figure, while the relative values between different

buffer gasses might be accurate to about two significant figures.

1.5 Research and Education

Universities are well situated with regard to physical resources and human

expertise in carrying out the mission of training the next generation of scientists. In

addition to a curriculum filled with many of the concepts and models used in the

sciences, there is also the very important task of coming to understand, appreciate, and

make proper use of the Scientific Method. For undergraduate students, this task is
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generally regarded as being best achieved through the many required hands-on

laboratory courses. Graduate students play an important role in facilitating the

training that takes place in the undergraduate laboratory courses, which in turn

reinforces and expands the knowledge base of the graduate student. I had the good

fortune during my years at the University of Oregon to have frequent involvement in

the undergraduate physical chemistry laboratory course and more or less continual

involvement in the training of several undergraduate students.

Such undergraduate laboratory courses are time-intensive for both the students

and instructors, and generally require a considerable investment of physical resources.

The relatively simplicity and low monetary cost of linear absorption spectroscopy is

well suited to such an environment. As well, under the supervision of John Hardwick,

a master of such spectroscopic methods, it has been possible to provide undergraduate

students with the opportunity of being involved in fundamental research. John

Hardwick, the lead instructor for the undergraduate physical chemistry laboratory

course, has been quite inventive and flexible in allowing for a wide range of

undergraduate and graduate student participation in these projects [Hardwick 1, 2, 3,

and 4].

In this sense, the equipment used in much (if not most) of this project was

applied toward fundamental research and the training of undergraduate students.

Furthermore, the monetary costs were mitigated by purchasing much of the necessary

equipment through on-line second-hand auction-based websites (e.g. ebay) at about 10

to 20% the price of comparable new items. (A partial list of equipment acquired in

this manner includes external cavity diode lasers, lock-in amplifiers, oscilloscopes,

photo-detectors, and various optical components.) And sharing equipment, within a

given department in the university, and between different areas of the university, is

another method of reducing the monetary costs; for example, many personal

computers used in this project and in the undergraduate physical chemistry laboratory

were acquired second-hand from different areas of the university.
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However, in spite of the joy of learning about science and what it has to say

about how the universe operates, we are still left to ponder the difference between

training and educating the next generation. As the physicist Victor Weisskopfnoted:

"Human existence is based upon two pillars: Compassion and knowledge.

Compassion without knowledge is ineffective; knowledge without compassion is

inhuman." Educating the next generation would include considerable attention to such

ideas, whereas merely training the next generation appears to have the tendency of

avoiding a more balanced consideration of such wisdom.

1.6 Error Propagation of Uncorrelated Parameters

This section could perhaps have been left as an appendix, but such an approach

would seem to underemphasize the central role played by error analysis in the

Scientific Method.

Measurement any physical quantity is always uncertain by some finite amount.

By virtue of these measurement uncertainties, the quantitative values obtained from

such measurements are also uncertain by a quantifiable amount [Young]. The theory

of the statistical treatment of experimental data provides a model for the propagation

of error due to uncorrelated parameters (x, y, ... ) such that a derived value j(x, y, ... )

has a variance given by cr/ = (ojlox)2cr/ + (ojloy)2cr/ .... The square root of the

variance gives the standard error cr (a.k.a. standard deviation).

For the Gaussian (or Normal) distribution model of measurement error, the

standard deviation about an average value characterizes the (statistically) anticipated

result of about 78% of such measurements. In this sense, the standard deviation is a

quantitative representation of measurement uncertainty (a.k.a. experimental

uncertainty).
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CHAPTER II

INTRODUCTION 2 - BACKGROUND KNOWLEDGE

2.1 Overview of Chapter II

This chapter is mostly concerned with outlining and/or summarizing some

background knowledge pertinent to this project. The first half of this chapter

(Sections 2.2 through 2.6) is a review of the stationary-state quantum mechanical

description (i.e. solutions of the time-independent Schrodinger equation) of the

chromophore (diatomic iodine). The second half of this chapter (Sections 2.7 through

2.14) covers a variety of material relevant to spectroscopic methods in both the time

and frequency domains, and the information content of the spectra obtained from them.

The material in Section 2.11 presents what appears to be a new formulation of the

steady-state state-changing kinetics for a two-level system model.

2.2 Electronic States, Bund's Coupling, and Selection Rules

For the conditions encountered in this research project diatomic iodine is a

homonuclear diatomic molecule, which is generally written symbolically as "h". At

typical room temperature conditions diatomic iodine sublimes to a pressure of about

0.2 torr [Tellinghuisen]. It is relatively easy to handle in a typical physical chemistry

laboratory setting, which helps to minimize the risk of exposure to amounts that could

be toxic [Merck]. A naturally occurring sample of diatomic iodine is nearly 100

percent isotope 127h [CRC].
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Among the more prominent absorption features (spectral lines) of diatomic

iodine are the transitions between the B and X electronic states from about 500 run to

700 run in the visible region of the electromagnetic spectrum. There is also a

corresponding bright emission of fluorescence extending from the visible far out into

the infrared wavelengths (and beyond) that has received a considerable amount of

attention in research efforts. The earliest high resolution absorption spectra of

diatomic iodine date back to about 1911 [Franck]. Such spectra of atomic and

molecular systems were used to discover and confirm many of the descriptions offered

in the emerging modern theory of quantum mechanics.

The B and X electronic states of diatomic iodine are often designated with term

symbols as B3IIu/ and X1Lg+, respectively [Hougen]. The first symbol, a capital

letter, indicates the electronic state. The letter X is reserved for the ground electronic

state. The next electronic state with an energy minimum above that of the ground

electronic state is usually designated by the letter "A", and so on in alphabetical order

for increasing potential energy minimum of the electronic states (e.g. see Figure 2.1).

However, in the case of diatomic iodine, the discovery of the B electronic state came

before the modern quantum theory and so there are many A states distinguished from

one another by labeling them as A', A" and so on [Field]. Analogous with sand p

orbitals in atoms, L and II indicate that the magnitude of the total electronic orbital

angular momentum (1\.) are respectively zero and one (in units of h -;- (271") == Ii, where

h is the Planck constant). The superscripts 1 and 3 refer to the electron spin

multiplicity, 2S + 1, where S is the magnitude of the vector sum of the spins of the

individual electrons. The electronic wave-function for a homonuclear diatomic

molecule has either even (g) or odd (u) symmetry with respect to inversion through the

center of mass of the molecule. Allowed electric dipole transitions (i.e. selection rules)

for a discrete single photon event require that one state have g symmetry and the other

have u symmetry. A more detailed analysis of the spin wave-functions leads to the

superscript symbols "+" and "-" that account for symmetric and anti-symmetric

reflection at any plane through the internuclear axis [Herzberg 1].
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The subscript 0 for the B state term symbol (B3rru,o+) indicates that the total

electronic angular momentum about the internuclear axis n is zero [Zare 1].

Alternatively, the B electronic state can be written as B30u+. This notation emphasizes

that the electronic state has selection rules similar to that of the L electronic state,

which becomes relevant when calculating Hanl-London factors and nuclear spin

statistics for transitions between these two electronic states (see Sections 2.4.4 and

2.4.5).

It is also necessary to take into account the manner in which rotation and

electronic motions influence each other [Zare 2]. For diatomic iodine the relative

strength of the couplings that result from electronic orbital angular momentum (Vel),

electronic spin angular momentum (Vso), and nuclear rotation angular momentum (Vrol)

in the body fixed axis system for both the B and X electronic states are Vso > Vel> Veot.

It is also common to list these with slightly more precision; for diatomic iodine the

qualifiers are that Vso is strong, Vel is intermediate, and Vrot is weak. This relative

ordering ofthese couplings is classified as Hund's Case C. In this coupling case n is

the only "good" quantum number for this diatomic molecule. Determination ofn in

this coupling case is done by projecting the vector sums of A (total electronic orbital

angular momentum) and S (total electronic spin angular momentum) onto the

internuclear axis. For this coupling case the selection rule for dipole allowed

electronic transitions is Lln = 0, ± 1 [Herzberg 2]. Since n = 0 for both the B and X

electronic state the selection rule for these transitions is Lln = 0 and LlJ = J' - J" = ± 1.

The result is that the spectrum of the B-X electronic transitions will contain P and R

rotation branches, but no Q rotation branch. The rotation quantum number symbols J'

and J" designate the upper (B electronic state) and lower (X electronic state) states,

respectively. Also, LlJ = -1 for a P branch, +1 for an R branch, and 0 for a Qbranch.

The intensity distribution within a band is of some importance in the results

presented in this dissertation with regard to verifying the assignment of quantum

numbers to the observed transitions. The maximum probability for the room
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Figure 2.1 Potential energy surfaces (PES) for the X and B electronic states of
diatomic iodine (h) calculated with the use of LeRoy's "RKR1" program [LeRoy 1]
and the spectroscopic constants from Gerstenkorn [Hutson] and Bacis [Martin]. The
ground vibration level internuclear separation R for the X and B electronic states are
2.667 Aand 3.027 A, respectively. The calculated B electronic state PES span a range
of R from 2.63 to 17.2 A. The calculated X electronic state PES spans a range of R
from 2.27 to 9.08 A. The state-designations 2P3/2 and 2PII2 correspond to the separated
iodine atoms at infinite internuclear separation R.
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temperature (292 K) thermal equilibrium rotational distribution occurs for J ~ 52

[Herzberg 3]. It is possible to observe values of the rotation quantum number J as

large as 140 this temperature. There are approximately 115 and 90 vibration levels in

the X and B electronic states, respectively. Typical spectroscopy experiments

conducted near room temperature with diatomic iodine in the gas phase are sensitive

enough to observe the first 5 to 10 vibration levels of the ground-state. A rough

estimate of the number of transitions per cm- I can thus be made for a B electronic

state well depth of 4274 cm- I
: (90 x 10 x 140) -;- 4274 ~ 29 transitions per cm- I

.

2.3 Spectroscopic Constants

An important goal in nearly all spectroscopic investigations is the assignment

of the quantum numbers for the states involved in the transitions of an observed

spectrum. These quantum numbers are generally represented in a compact form

known as spectroscopic constants. These spectroscopic constants are obtained from

high-resolution frequency domain spectra by various linear and non-linear regression

analysis strategies in which the quantum numbers (for electronic, vibration, and/or

rotation) are the dependent variable and the observed transition energies are the

dependent variable. The model used in the regression analysis is a stationary-state

Hamiltonian that is a function of the quantum numbers.

The spectroscopic constants determined through a regression analysis are the

terms of an expansion representation (typically) in terms of rotation and vibration

quantum numbers of the relatively smoothly varying potential energy surface of a

given electronic state. These spectroscopic constants can then be used to re-calculate

the transition energies observed in the original spectrum (or spectra); each electronic

state will have its own unique set of spectroscopic constants determined to the limit of

the precision of the original energy measurements. One such tabulation of
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spectroscopic constants that accounts for both vibration and rotation in a given

electronic state through a double Taylor series with the expansion coefficients referred

to as the Dunham coefficients [Dunham]. A variation on this expansion representation

is to simply tabulate the vibration band head energies and give a set of spectroscopic

constants for the rotation energies for each vibration band, which are often referred to

as centrifugal distortion constants [Herzberg 4]. A common technique that is

employed to determine separately the spectroscopic constants for both the upper and

lower is known as combination differences [Herzberg 5].

Several high resolution studies of the B-X (read "B to X" or "X to B")

electronic transitions of diatomic iodine across the entire range of roughly 500 to 700

nm have been carried out over the last roughly one hundred years. The earliest studies

were performed at modest resolution and did not resolve the rotational structure. These

early investigations of diatomic iodine (making use of the modern quantum theory)

employed a model Hamiltonian in a linear regression analysis that was a function of

only the vibration quantum number [Loomis]. Over the years, as the spectroscopic

instrumentation improved, allowing for resolution up to and even beyond the Doppler­

limit, and increased sensitivity in detecting relatively weak transitions, the model

Hamiltonians used have become functions of vibration and rotation quantum numbers,

with ever more transitions being included in the linear regression analysis [Hutson;

Martin]. Today there is a consensus that the vibration and rotation assignments of the

B-X system are well understood, down to the level of nuclear quadrupole coupling.

2.4 Line Intensities in Vibronic Bands

Reconstructing (i.e. simulating) the observed spectrum from a "trusted" set of

spectroscopic constants is relevant to this project for three primary reasons. The first

is to be confident (beyond the measurements of a wave meter) in the wave number
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calibration of an observed spectrum. Second, the rotation quantum numbers J are

necessary as input data for use in the hyperfine structure model of the line shape

model used in the nonlinear regression analysis; a simplified high-J model only

requires knowledge of whether J" is odd or even, while a more complete hyperfine

model requires knowledge of the actual J values for both levels. And third, a general

goal of chemical physics projects is to discern patterns in the observed spectra as a

function of the stationary-state quantum numbers for the two levels in a transition.

An important tool used in deducing the quantum number assignments of a

spectrum is the relative (and sometimes absolute) intensities of the observed

transitions. A set of such transitions are often referred to as a vibronic band. An

element of this set is designated by its value of]' and is referred to as a ro-vibronic

transition. The word "ro-vibronic" is derived from rotation + vibration + electronic.

The factors that determine the observed spectral intensity of molecular lines are of

fundamental importance in spectroscopy. In the remainder of this section the use of

relative intensities (which are used as an aide in deducing quantum numbers

assignments for vibration and rotation levels of the observed molecular transitions in

an absorption spectrum) will be presented. In the case of the relatively congested and

fairly dense B-X electronic transitions of diatomic iodine it is necessary to detennine

if the observed lines are a blend of more than one line or if they are reasonably well

isolated from neighboring lines to be suitable for a line-shape analysis; in some

instances a blend of two well isolated lines is still suitable for a line shape analysis,

which is somewhat common for low-JB-X lines of diatomic iodine. Thequantum

number assignments are made by comparing a simulated spectrum to the measured

line positions and relative intensities in an observed spectrum. The simulated

spectrum consists of calculated transition energies and calculated relative intensities.

The band-origin of the vibration levels for what are predicted to be the most intense

bands in the spectral regions investigated in this project are shown in Figure 2.2; see

also Section 4.5.
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Figure 2.2 Simulation of the relative intensities of the vibration levels present in the
regions explored during the course of this project for B-X electronic transitions in
diatomic iodine. The thermal distribution (Ny(v") and NjY')) and Franck-Condon
factors (FCF) are included in the weighting of the relative intensities in the lower
portion of the plot for the more intense spectral features in the region 14,818 to 15,240
cm-I (674.85 to 656.17 nm). The labeling of the stronger vibration band-origins
follows the usual convention of (v', v") where the upper and lower energy levels are
given respectively by V' and V". All 39 vibration band-origins in this spectral region
are shown in the upper plot as equal length sticks (i.e. without consideration to thermal
distribution or Franck-Condon factors). The spectroscopic constants used in
computing this simulation are from Gerstenkorn [Hutson] and Bacis [Martin]. See
also Section 4.5.

A typical simulated "stick-spectrum" (without line-width) for the rotational

fine structure of a typical band in the B-X system of diatomic iodine is depicted for

the (4, 6) band in Figure 2.3. (The vibration quantum number symbols V' and V"

designate the upper (B electronic state) and lower (X electronic state) states,

respectively.) Due to the relatively small rotation constant (Be) values for the X and B
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electronic states (0.03735 cm- I and 0.02920 cm- I
, respectively), and their relatively

small difference, the R branch turns around after .!' = 3 and follows the P branch into

the region of decreasing transition energies (i.e. lower wave numbers) [Herzberg 6].

0.8
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Figure 2.3 Simulation of the relative intensities of the P branch rotational progression
for the (v', v") = (4, 6) vibration transition for B-X electronic transitions in diatomic
iodine. The simulation is weighted for thermal distribution, Honl-London factor, and
nuclear spin statistics for odd and even .!'. The spacing between the .!' = 0 and .!' = 1
transitions is 0.089 cm- l (near the large wave number limit of the spectrum) and
monotonically spreads out to 2.3 cm- I (in going toward the low wave number end of
the spectrum) where the last two values of.!' are (from right to left) 133 and 134. The
spectroscopic constants used in computing this simulation are from Gerstenkorn
[Hutson] and Bacis [Martin]. See also Section 4.5.

After computing the transition energies of previously assigned lines from a

"trusted" set of spectroscopic constants it is then necessary to compute the

theoretically predicted relative intensities Ire! of these lines in order to make a

meaningful comparison of the observed and predicted spectra for the purpose of
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assigning quantum numbers to the observed spectra. Six multiplicative factors are

generally considered to be sufficient in accounting for most of the relative intensities

of lines in a simulated spectrum of transitions between the B and X electronic states of

diatomic iodine. These factors are the Boltzmann weighting of the ground-state levels

for both vibration and rotation, the square of the electronic transition moment, the

Franck-Condon factor, the Hanl-London factor, and nuclear spin statistics [Herzberg

7].

The relative intensity Irel of a given electronic transition due to these six

multiplicative factors (taken in the same order as mentioned in the previous sentence

above) can be expressed as:

I ( 'J' "J" )reI v, ,v, N (v") N (J") Se1Cv', V")

S (1' J")
X FCF(v' V") rot, 1

, 2J" + 1 ns (2.1)

where (v", fl) refer to the lower (or initial) state and (Vi, f) to the upper (or excited)

state. E';l.ch of the factors in equation 2.1 will be defined and described further in the

sub-sections below.

The electronic transition moment (Sel), Franck-Condon factor (FCF), and

Hanl-London factor (SroD usually result from a quantum mechanical derivation in the

context of the Born-Oppenheimer approximation in which the solutions to the time­

independent Schradinger equation for a molecular system are separated into electronic,

vibration, and rotation wavefunctions, respectively. The nuclear spin statistics (Ins) are

a "purely" quantum mechanical effect, which does not depend on spatial coordinates,

and does not have a classical mechanics counter-part.

For the purpose of assigning quantum numbers to the observed spectra, a

possible electronic degeneracy factor and some other physical constants can be

neglected when simulating the relative intensities of transitions between the B and X
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electronic states diatomic iodine. Similarly, for the present purpose, changes in the

electronic transition moment (as a function of rotation or vibration quantum numbers)

can often be neglected, as was done in this project [Tellinghuisen].

2.4.1 Boltzmann Weighting Factors

In equation 2.1, the first two terms are the Boltzmann weighting factors NvCv")

and NjJ") for vibration and rotation, respectively. These terms account for the

fraction of molecules in a given vibration and rotation quantum state in the X

electronic state (lower energy level) at thermal equilibrium. (The probability of

finding diatomic iodine in the B electronic state is being neglected, which is

appropriate for the experimental conditions used in this project.)

The thermal distribution of quantum states NvCv") dependent on the vibration

quantum number v" is then given by [Herzberg 3]:

N(v")
NvCv") -

N

-1 (E (v") he)Q(v) exp ----
kBT (2.2)

In equation 2.2 (without loss of generality as compared to the derivations by Herzberg

[Herzberg 3]), N(v") is the number density (i.e. number per unit volume) for the

vibration level v" and N is the total number density; the vibration energy of the v"

level is given by E(v") (generally in wave number units of cm-I); h is the Planck

constant, c is the speed oflight (generally in cm/sec), kB is the Boltzmann constant,

and T is the absolute temperature.
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The partition function (state sum) Q(v) is given by:

Q(v)
max (E(V II ) h C)I exp -----
/'=0 kBT (2.3)

In equation 2.3, "max" refers to the highest vibration level quantum number consistent

with a bound state of the diatomic molecule (i.e. a finite internuclear separation in

Figure 2.1), and E(O) is often referred to as the zero point energy.

Determining the thermal distribution of rotational states NAl") is similar to the

above case for the vibration states except that an additional factor of (2J + 1) is

included to account for degeneracy that exists in the absence of external electric or

magnetic fields. It is common practice to consider the case of a rigid rotor for which

the energy as a function of rotation quantum number is E(J) = BJ(J + 1) with B =

rotation constant (in units of cm- I
). It can then be readily shown that the thermal

distribution of rotational states NAl") are is well approximated by:

N.;(JII) =
N (J")

N

1) (B J"(J" + 1) hC)
exp -

kBT

(2.4)

2.4.2 Electronic Transition Moment

The electronic transition moment is the interaction term between the molecular

charge distribution and an electromagnetic field. Inasmuch as the electronic wave­

functions are parameterized by the internuclear separation, R, the electronic transition

moment is also a function of this variable. In "bra-ket" notation the matrix elements

for the square of the electronic transition moment is often written as Sel(V',V") = (v'I
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fleeR) Iv"l = I fleeR) 1

2
. For diatomic iodine the variation of this quantity as a function

of R and excitation wavelength has been partially mapped out by various researchers

for transitions between the B and X electronic states of diatomic iodine

[Tellinghuisen]. However, a meaningful functional description of the electronic

transition moment of diatomic iodine based on vibration and rotation quantum

numbers does not yet exist.

Since the electronic transition moment is typically a relatively slowly varying

quantity, and is also rather difficult to measure with any great precision or accuracy, it

is common to use an average value. While this approach is not rigorously accurate, it

is expected to suffice for the purpose of comparing a simulated spectrum to an

observed spectrum, at least when the main purpose of such a comparison is to deduce

the quantum number assignments of the states involved in the observed lines. The

agreement in comparing the relative intensities between a simulated spectrum and an

observed spectrum is expected to be reasonably accurate for transitions that span only

a few adjacent vibration levels in each of the electronic states. However, this

agreement is likely to falter a bit when using a single approximate value of the

transition moment for all rotational levels in these vibration manifolds. The relatively

congested and overlapping nature of the diatomic iodine spectrum means that a single

2 cm-1 slice of the B-X spectrum of diatomic iodine can have transitions that differ in

their rotational quantum number J" by more than 100.

2.4.3 Franck-Condon Factor

The Franck-Condon factor is often referred to as the square of the overlap

integral of the vibration wave-functions between the two levels involved in a given

electronic transition. In modern notation this can be written as FCF(v',v") = <v'lv"/,

Since the vibration wave functions (a.k.a. eigenfunctions) are on two different
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electronic surfaces they are not necessarily orthogonal to each other and so in general

this integral is not zero. In consideration of the numerous excellent expositions on the

Franck-Condon principle [Condon] it hardly seems necessary to elaborate in any great

detail on its foundations and physical interpretations. It should be noted, however,

that insofar as a given vibration wave-function will change slightly in its spatial extent

as a function of rotation level due to centrifugal distortion the Franck-Condon factor is

also a function of the rotation quantum number 1. To a first approximation, though, it

is not uncommon to ignore the J dependence of the Franck-Condon factor, instead

making the approximation that the values of this factor for the non-rotating molecule

(J = 0) do not differ significantly across all values ofJ.

It is also worth noting that readily available algorithms that make use of

spectroscopic constants allow for computation of various spectroscopic parameters,

including the Franck-Condon factors. One such set of programs freely provided by

Professor Robert J. LeRoy accomplishes this task of computing Franck-Condon

factors by first numerically computing the potential energy surface using the semi­

classical Rydberg-Kline-Rees inversion procedure in a program named "RKRI"

[LeRoy 1]. This representation of the potential surface of a given diatomic molecule

is then readily used in a second program (referred to as "Level 7.4") [LeRoy 2] to

numerically solve based on the Cooley-Cashion-Zare computer algorithm the radial

portion of the time-independent Schrodinger equation from which the eigenvalues E(v,

1), and the eigenfunctions Iv, J) are obtained. These eigenfunctions are then used to

numerically compute the Franck-Condon factors.

Using Professor LeRoy's computer programs (and the commercially available

personal computer program SimgaPlot) it was possible to produce a slightly improved

graphical representation of the Frank-Condon factors of diatomic iodine. A previous

version [Martin] ofthe plot in Figure 2.4 did not include the contours indicating the

energy difference between the vibration band origins for states involved in a particular

transition. The Franck-Condon factor for a particular vibronic transition is

proportional to the area of the circle. The lack of visible circles in the lower right
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quadrant of this plot would appear to be due to the Franck-Condon overlap integrals

being much smaller in magnitude than those that have a visible diameter at this scale.
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Figure 2.4 Franck-Condon factors for B-X transitions in diatomic iodine (12) as a
function of vibration quantum number calculated with the use of LeRoy's "Level 7.4"
program [LeRoy 2]. The Franck-Condon factor is proportional to the area of the
corresponding circle at the coordinates (v",v'). The rotational quantum number J was
set equal to zero in the calculations. The X electronic state spectroscopic constants are
from Bacis [Martin]. The B electronic state spectroscopic constants that were
included with LeRoy's Level 7.4 program are from Gerstenkorn, but it is uncertain
(per Professor LeRoy in a private correspondence) if this set has been published
elsewhere.
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2.4.4 Honl-London Factor

The Hanl-London factor, S(J, J'), accounts for the spatial orientation of the

transition moment of a rotating molecule with respect to a specific polarization

direction of an electromagnetic field involved in inducing transitions between the

lower and upper electronic states. This must be done for each of the (2J' + 1)

magnetic sub-levels mJ" of a given rotation state. The Hanl-London factor is

determined by adding together the (2J' + 1) contributions from the individual

magnetic sub-levels for a given rotation state. In order to not over count the

contribution of this summation on the magnetic sub-levels it is necessary to divide by

the degeneracy factor (2J1I + 1), which is why the term containing the Hanl-London

factor in equation 2.1 is written as S(J, J') -;- (2J1I + 1). Dividing by the degeneracy

factor of (2J1I + 1) will simply cancel the degeneracy factor appearing in the rotation

Boltzmann weighting factor above in equation 2.4.

When computing relative intensities I rel of diatomic iodine for the purpose of

assigning quantum numbers to a small slice of the spectrum (approximately 2 cm- I
) it

will prove to be sufficient to use the formulas that were tabulated by Herzberg

[Herzberg 8] for the case that Ill\. = 0; for the R branch S\J, J') = (J' + 1) and for the

P branch Sp(J, J') = J'. More detailed considerations for deriving Hanl-London

factors can be pursued in the monograph written by Jon T. Hougen [Hougen].

2.4.5 Nuclear Spin Statistics

In order to satisfy the Pauli principle (interchange of indistinguishable particles

in the theory of quantum mechanics), homonuclear diatomic molecules in which the
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two nuclei have the same isotope number will exhibit an intensity alternation between

odd and even rotation levels [Herzberg 8; Landau; Atkins]. Furthermore, for L: to L:

electronic transitions (in which A = 0) the intensity alternation between "strong" and

"weak" transitions will be in the ratio of (1 + 1)/1 where 1 is the quantum number of the

atomic nuclear spin. Both the B and X electronic states of diatomic iodine have A = 0,

and for the 127 isotope of iodine the nuclear spin quantum number ofthe nucleus is 1

= 512, so that the intensity alternation for odd and even J' is in the ratio of7/5. In

calculating relative intensities of diatomic iodine the "strong" transitions occur for the

odd values of,f' (i.e., the lower level has J= 1,3,5 ... ) and it is reasonable then to set

lnss = 7. The "weak" transitions occur for even values of,f' (i.e., the lower level has J

= 0, 2, 4 ... ) for which we then use lnss = 5 [Strait].

Accounting for this intensity alternation is achieved through consideration of

the nuclear spin statistics and selection rules in conjunction with an analysis ofthe

nuclear hyperfine interactions (between the nuclei and electrons) in diatomic iodine.

In addition to splitting a single ro-vibronic transition into a multiplet of closely spaced

transitions that have slightly different line-centers, the nuclear spin is fundamental in

determining the relative intensity of odd and even lines. An analysis of the quantum

statistics and selection rules for B-X transitions in diatomic iodine, where both iodine

nuclei have spin 1 = 5/2, gives the number of possible total nuclear spin spatial

orientations (i.e. sum over degeneracy) as 21 for odd,f' and 15 for even,f' [Kroll].

2.5 Nuclear Hyperfine Structure

By the late 19th century the resolution of (electromagnetic) spectrometers had

increased to the point of revealing even finer details of the line-shape. Some of the

earliest observations of what came to be known as hyperfine structure of metallic

vapors appears to have been made by Michelson and Morley in the l880s in their
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studies of the line shape for light emitted by metallic vapors in an electric discharge

[Michelson]. A (modern) quantum theory of atomic nuclear hyperfine interactions

due to the nuclear electric quadrupole moment was first proposed by Casimir in 1936

[Casimir]. In 1940, building on Casimir's model, Kellogg [Rabi] used molecular

beam resonance spectroscopy on the diatomic molecules HD and D2 to determine the

nuclear electric quadrupole moment of the deuterium atom. In 1945, Feld and Lamb

[Feld] provided a theoretical model for the nuclear electric quadrupole interaction of a

herteronuclear diatomic molecule in a magnetic field as a function of rotation quantum

number J. It was pointed out by Feld and Lamb that in the high-Jlimit (i.e. large

values of1) the interaction matrix has a diagonal asymptotic limit. A couple of years

later, Foley [Foley 1] built on the results ofFeld and Lamb to provide matrix elements

for the nuclear electric quadrupole interactions in homonuclear diatomic molecules.

The nuclear hyperfine interaction in an atom or molecule is a small

perturbation caused by higher-order electromagnetic interactions among the nuclei and

electrons. The nuclear hyperfine structure is the manifestation of these interactions on

the stationary-state energy spectrum. The total electromagnetic interaction among all

electrons (m) and nuclei (n) in a system can be expressed [Cook], respectively, as

integrated charge~charge (P) and current-current (j) terms in the Hamiltonian:

(2.5)

(2.6)

In equations 2.5 and 2.6, the charge-charge and current-current terms are functions of

position (r = (x, y, z)) and the integrals are over all space (dv = dx x dy x dz). The

speed oflight c appears in the pre-factor of equation 2.6. The signs of HE and HM are
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opposite, because like charges repel each other and parallel currents attract each other.

The denominator in equations 2.5 and 2.6 can be expressed as a multi-pole expansion

using spherical harmonic functions Y/i):

(2.7)

In equation 2.7 terms other than the Coulomb interaction (k = 0) are considered to be

part of the nuclear hyperfine interactions (i.e. k> 0).

A quantum mechanical derivation [Ramsey] proceeds by applying the

expansion of equation 2.7 to the Hamiltonians in equation 2.5 and 2.6. Each k-term in

HE and HM is then re-expressed as the scalar product of two irreducible tensors of rank

k with one tensor containing only electron coordinates and the other only the nuclear

coordinates. The Wigner-Eckart theorem is then used to derive the quantum

mechanical matrix elements of the nuclear hyperfine interactions for each value of k.

These matrix elements are by necessity given in a coupled representation so that it is

necessary to diagonalize the appropriate matrix (for a given k-terrn) on each pass

through a nonlinear regression analysis of the chromophore line-shape. The non­

vanishing off-diagonal matrix elements in the coupled representation exist because of

the selection rules that "prevent transitions between dissimilar nuclear-spin states"

[Schawlow].

From parity considerations it is possible to deduce that all odd-k terms for the

electric interaction and all even-k terms for the magnetic interaction vanish. The

leading term of the expansion (equation 2.7) for magnetic interactions is a dipole at k

= 1. This term typically arises from the magnetic dipole moment of one nucleus

interacting with the magnetic dipole created by the rotating molecule (spin-rotation

interaction). The leading term of the expansion (equation 2.7) for electric interactions
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is a quadrupole at k = 2. This electric nuclear terms account for the "static" (i.e. the

illusion of a time-independent "stationary-state" consistent with a time-averaged

configuration) structure of the diatomic molecule.

2.6 Nuclear Hyperfine Structure of Diatomic Iodine

The nuclear hyperfine structure of diatomic iodine can be modeled in several

different ways, the choice of which depends on the value of J" and the nature of the

experiment in terms of resolution and the signal-to-noise ratio (often abbreviated as

"SIN" and generally recognized as a useful indication of the detection sensitivity).

Increasingly more accurate models of the nuclear hyperfine interaction are

obtained from considering higher-order effects. The necessary higher-order

corrections (for all values of J") come from accounting for the next k-term in

equations 2.7 commensurate with the resolution and sensitivity the spectrometer being

used to acquire such data. In 1971, Hanes, et al. [Bunker] transferred (and

transformed) Foley's 1947 results [Foley 1] into a more modern notation. Subsequent

studies of the nuclear hyperfine structure have made use of the matrix elements given

by Hanes and even found a simpler (but equivalent) expression for Hanes, et al.

equation A4 [Borde 1; Borde 2]; that is, considerable amount of effort has gone into

verifying the quantum mechanical derivation of nuclear hyperfine interactions to this

level of description (k = 1 and 2).

An additional correction for small-J (J" ;:;; 20) values must also be taken into

account for the perturbations due to the nearby rotation levels separated by two quanta

in each of the ro-vibronic levels [Bunker]. The contribution to the observed intensity

for transitions that result from perturbations due to these nearby rotation levels can be

expected to grow as J decreases, but exactly what the relative intensity, as compared

to the perturbations due to the same value ofJ as the ro-vibronic level involved in the
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transition, is a more difficult problem to solve. As a result, we did not attempt to

account for the effects of these nearby rotation levels in the models used in the line­

shape analyses in this project.

In many experiments the primary goal is to "directly" measure the energy of

the nuclear hyperfine components without regard for recording an accurate line-shape;

the best relative precision frequency measurements for B-X transitions of diatomic

iodine is approaching the sub-kHz level of resolution. The increasing resolving power

and sensitivity of spectrometers has provi~ed the opportunity to investigate the nuclear

hyperfine structure of diatomic iodine to higher-order corrections. In 1955, Schwartz

[Johnson] began the exploration of higher-order (k> 2) atomic nuclear hyperfine

interactions, beyond the electric quadrupole and magnetic dipole terms. In 1978,

Broyer, et al. [Lehmann] gave a comprehensive derivation of nuclear hyperfine

interactions in homonuclear diatomic molecules, including higher-order terms (k = 1,

2, 3, and 4), and applied these results to diatomic iodine. In 2000, Kato, et al. [Kato]

published a nuclear hyperfine-resolved atlas of diatomic iodine for the wave-number

region 15,000 - 19,000 cm- I
. In 2002, Bodermann, et al. provided interpolation

formulae (accurate to about 50 kHz) for calculating the nuclear hyperfine splitting in

the region 12,195 - 19,455 cm-I [Knockel]. The usefulness of wavelength standards

in physics can not be easily over emphasized; Kato is simply taking the next leap in

resolution with regard to compiling a "diatomic iodine atlas" (i.e. an atlas for diatomic

iodine) [Luc 1; Luc 2; Salami].

In many instances a high-J (J" ~ 20) diatomic iodine line is the subject of

investigation, which is often modeled using a "nuclear interaction" matrix in the

diagonal asymptotic limit [Kroll; Schawlow]. This situation is particularly favorable

for a line-shape analysis [Hardwick 1] since it collapses the 21 (odd J") or 15 (even J")

nuclear hyperfine transitions into a six groups of transitions related to each other (in

energy) by a single undetermined parameter, the difference in the nuclear electric

quadrupole coupling constant b.eQq between the X and B electronic states of diatomic
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iodine. The majority of the results presented in this dissertation (and certainly the

more reliable results with regard to precision and accuracy) made use of this model

based on the high-J asymptotic limit in the line-shape analyses. (See also Section 5.4.)

2.7 Frequency and Time in Spectroscopy

Modern spectroscopic methods are often broadly divided between two

categories. In one category are the time-resolved methods such as fluorescent decay

and optical photon-echo. These experiments explore dynamical properties of an

ensemble of chromophores in a non-equilibrium state prepared by (somewhat

powerful) pulses of light (a.k.a. radiation) that are comparable to or considerably

shorter in duration (~t) than the state-changing rate of the events being observed (i.e.

measured). Decay of the (macroscopic) non-equilibrium state (usually back to thermal

equilibrium) is monitored by changes in the fluorescence emission as a function of

time.

The other category of experimental methods, which includes linear absorption

and fluorescence excitation, uses nearly monochromatic (~v) light sources (i.e. narrow

bandwidth) that are tuned (i.e. scanned) in a relatively slow manner through a

(continuous) range of frequencies to record a steady-state frequency domain spectrum

(i.e. line shape). The condition of steady-state is achieved by configuring the

observation time-interval (i.e. integration time-interval of detection electronics) of

these frequency domain experiments to be much longer than the ensemble-average

time-interval between state-changing events. Information on the dynamical properties

of an ensemble of chromophores can be obtained by an analysis of the recorded line

shape from a steady-state frequency domain spectrum.

A couple of important qualitative relationships can be discerned based on the

properties of Fourier transforms and Dirac delta-functions [Kauppinen; Butkov]. At

one (purely conceptual) limit is the perfectly monochromatic (~v = 0) radiation source
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that appears (at a fixed location in space) to oscillate at a single frequency v for an

infinite period of time (At ---+ 00). At the other limit is the infinitely short pulse (At = 0)

of light that contains all the frequencies of the electromagnetic spectrum (AV ---+ 00, or

perhaps somewhat more precisely, v = 0 to 00). Of course, in practice, neither limit is

realizable; bandwidth and duration are finite quantities in any real world situation.

It is perhaps also worth noting that the technological development of radiation

sources (and thus spectrometers) has been (steadily) advancing toward these two limits,

and such advances are generally dependent on understanding the various processes

(e.g. the state-changing events) that take place in the microscopic domain.

2.8 Line-Shape Model for Steady-State Frequency Domain Spectra

A steady-state high resolution frequency domain absorption spectrum of a

large ensemble of chromophores in the gas phase (i.e. an absorption medium) contains

distribution-like features that have a finite width and are commonly referred to as

(spectral) lines. To a first-order approximation, a chromophore in the gas phase

spends most of its time relatively well-isolated from external influences (e.g. forces

due to other atomic systems) and so some portion of an observed spectral line

represents discrete transitions between two ro-vibronic quantum states; these two

quantum states - a lower energy level and an upper energy level - correspond to

stationary-state solutions of the time-independent Schrodinger equation. Furthermore,

observation of such spectral features in a (typical) linear absorption experiment is

predicated on the existence of these ro-vibronic transitions. It is important to

remember, though, that the "object" being observed in steady-state high resolution

frequency domain absorption spectrum is the radiation field (intensity) after traversing

the absorption medium.
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These spectral features can be modeled as being composed of a homogeneous

(Lorentzian) component and an inhomogeneous (Guassian) component. A common

method for modeling an individual line (for its line-shape at fixed number density,

temperature, and radiation source intensity) is through the convolution (or de­

convolution) of these homogeneous and inhomogeneous components to form a Voigt

profile (i.e. distribution function) [Bernath]. Such modeling is essentially an effort to

mimic the manner in which Nature "convolves" independent microscopic domain

processes to provide a composite line shape for an observer in the macroscopic

domain. The Voigt distribution was used for modeling the observed (i.e. recorded)

line-shapes during the course of this project; see also Sections 5.2 and 5.3 for a more

mathematically oriented description of this convolution method and its use in the

context oflinear absorption (i.e. the Beer-Lambert law).

When seeking to understand the measurement process, the concept of

convolution appears to provide a vital link between the microscopic and macroscopic

domains. But it is an area for which there may not yet be a firm consensus on the

appropriate (i.e. fundamental) method to employ, so that there are variations on this

theme of constructing a model line-shape that accounts for the "mixing" of

homogeneous and inhomogeneous contributions, such as the Rautian and Galatry line­

shape functions, as well as the generalized complex-valued form of the Voigt

distribution function [Lepere].

The homogeneous contribution to an observed high-resolution absorption line

shape is that portion due to incoherent (i.e. stochastic or random) processes that have

the same effect on all of the microscopic constituents (e.g. molecules in a given ro­

vibronic state) in the macroscopic absorption medium. The homogeneous portion of

the (frequency domain) line-shape is generally considered to have the functional form

of a Lorentz (a.k.a. Cauchy) distribution. The mathematically-oriented presentation in

Section 6.3 on the random nature of the state-changing process and material presented

in the next three sections ofthis chapter suggests the following relatively brief

summary of the contributions to an observed line shape.
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First, there is a state-changing process that can be described as stimulated

photon absorption and emission (i.e. energy exchange between the chromophore and

the radiation field). Absorption and emission of photons is an energy exchange

process between the chromophore and the radiation field, exposing the particle-nature

of the radiation field in the amplitude of the observed line shape. However, it is also

widely recognized that this state-changing process contributes to the width of the

observed line shape (which implies that it is also a phase-changing event). This

stimulated state-changing process can be further divided into those state-changes that

involve a collision with a buffer gas (Cabs and cern) and those that do not (rabs and rem),

where the parenthetical comments refer to the associated ensemble-average rates of

the processes depicted in Figure 2.5. Of course, it is possible to propose a mechanism

of pressure-independent photon absorption and emission of photons that is due to

internal collisions of the constituents of an atomic system (e.g. its electrons). Also, it

is perhaps still not entirely clear if the direction of propagation of the radiation field (if

any) changes during those state-changing processes that involve stimulated emission

of a photon, but it is common to presume that the propagation directions are (at a

minimum) perfectly parallel to the stimulating radiation field.

Second, there is a state-changing process that can be described as a phase­

change of the radiation field, which contributes only to the width of the observed line

shape and not to its amplitude (or perhaps more precisely, its area); see also Section

2.10. While a collision-induced phase-change due to a collision between a

chromophore and buffer gas are relatively easy to envisage, the notion of collisions

between the internal constituents of the chromophore (e.g. its electrons) could be used

to recognize a pressure-independent contribution to this state-changing process. The

phase-change state-changing process can be thought of as exposing the wave-nature of

the radiation field, except that these events occur randomly in time and space (as

opposed to coherently) and so do not give rise to (constructive and destructive)

interference patterns. (c.f. Bohr Complementarity principle.)
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Third, especially in a molecule, there are state-changes that involve emission

of photons at energies that are different from (and typically smaller than) those of the

incident radiation field. And fourth, there is a spontaneous emission process, which

radiates in random directions away from the (typically well collimated) incident light

beam. In what manner (if at all) do these last two cases appear in an observed line

shape? Is the third case much like the first in which the stimulated emission is

parallel to the stimulating radiation field? In the fourth case, by what mechanism

would the total loss of a photon from the well collimated radiation field affect the

observed line shape? The tacit assumption adopted throughout this project is that all

such processes will, at a minimum, contribute to the shape (i.e. width and line-center

shift) of the radiation field transmitted through an absorption medium [Bamt :I].

The inhomogeneous contribution to the observed (frequency domain) line­

shape is the result of processes that are not the same for all of the constituents in the

absorption medium. For molecules in the gas phase at a relatively low pressure, this

contribution appears to be described quite well by Doppler broadening, for which a

quantitative model is obtained by consideration of the Maxwell-Boltzmann

distribution of velocities, which can be related to the distribution of resonant (line­

center) frequencies wa = 2va in the gas sample for thermal equilibrium at a temperature

T. In the laboratory frame the radiation frequency is un-shifted, and the distribution of

molecular velocities parallel to the propagation direction of the radiation field can be

modeled by a shift in the resonant frequency such that the resonant frequency is given

by wa' = (l ± vic) Wa in the reference frame of the molecules, where v is the speed of a

molecule along the propagation direction of the radiation field, c is the speed of light,

and wa' is the frequency of the radiation field in the laboratory reference frame. The

inhomogeneous width of the line-shape is then found to have the functional form of a

Gaussian (Normal) distribution [Bernath]. It is also common (in time domain models)

for this width to be referred to as a decay time-interval T2', which can then be

expressed as the decay rate IIT2• [Allen 2]. Conceptually, the inhomogeneous decay

rate IIT2' can be thought of as the rate at which the line-center frequencies in the
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ensemble of transition moments (i.e. large collection of chromophores) de-phase (i.e.

precess) relative to each other during the period of "interaction-free" translational

motion between all types of collision events, including those collision events that do

not result in an appreciable, or perhaps perceptible, state-change of the radiation field.

In the case of transitions in the visible (a.k.a. optical) portion of the

electromagnetic spectrum the inhomogeneous contribution (Doppler/Gaussian) to the

line-shape is generally much larger than the homogeneous (Lorentzian) portion for

relatively low total gas pressure (up to a few tens of torr in the case of diatomic iodine).

The homogeneous width is typically observed to increase linearly as the pressure of

buffer gas is increased. At about 100 torr of buffer gas, the homogeneous width of

diatomic iodine is comparable in magnitude to the constant Doppler width. In the case

of diatomic iodine, the theoretical Doppler width (full width at half maximum

intensity) is 341 MHz at room temperature (292 K) and transition energy of 14,818

cm-I (corresponding to a radiation wavelength of approximately 675 nm); see also

Section 5.2 for more details. (However, due to the rather large nuclear hyperfine

splitting, a high resolution spectrum of a well isolated ro-vibronic transition at a

pressure of about 0.2 torr has an (observed) Doppler-broadened width of roughly 600

MHz.)

2.9 The Two-Level System Model

The basic two-level system model offers a description of energy exchange

processes between a chromophore and radiation field. There are three distinct

processes shown in Figure 2.5. The two processes on the left-hand side of Figure 2.5

- stimulated absorption and emission of radiation and spontaneous emission (of

photons) - do not depend on collisions with a buffer gas and so do not depend on the

pressure (a.k.a. pressure-independent). The right-hand side of Figure 2.5 depicts the

collision-induced stimulated photon absorption and emission process and it does
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depend on the pressure (a.k.a. pressure-dependent). As usual, the stimulated processes

are presumed to be "coherent" with the incident radiation field: it is presumed (with or

without a collision event) that the photon emitted during stimulated emission has the

same phase as the radiation field involved in the stimulation process, and that it

propagates in the same direction as this stimulating field; it is presumed that a

stimulated absorption event has a strong orientation effect on the transition moment of

the chromophore. And it is presumed that the spontaneous emission events occur in

completely random spatial directions and have no phase relationship with the

(typically well collimated) radiation field.

Ie), Ne

Ig), Ng

spont. emis. coll.- rad. stirn.rad. stirn.

fabs fern
Asp

Cabs Cern

,

Figure 2.5 The two-level system model depicting three state-changing processes (from
left to right): pressure-independent stimulated absorption and emission of photons
("rad. stirn."), spontaneous emission of photons ("spont. emis."), and pressure­
dependent (i.e. collision-induced) stimulated absorption and emission of photons
("coll.-rad. stirn."). On the left-hand side of this figure are the energies of the
stationary-states (hwg and hwe) and the transition (and photon) energy ~E. On the far
right-hand side of this figure is the "kef' designation of the steady-states (jg), and Ie»),
and the number densities of these two states (Ng and Ne) in the ensemble (integrated
over all frequencies w). The ensemble-average photon absorption and emission rates
of the three processes are given (from left to right) by f abs, rem, Asp, Cabs, and Cern, with
the subscripts "abs" and "em" respectively indicating absorption and emission, and
"sp" for spontaneous emission.

Upon turning-off the radiation field, the spontaneous emission process will

continue to operate in its usual manner. The photons emitted by spontaneous emission

might provide the photons for collision-induced stimulated emission, or (perhaps) an

entirely different (but similar) collision-induced emission process could be operating.
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With respect to the spontaneously emitted photons, the pressure-independent

stimulated absorption and emission and the collision-induced stimulated absorption

processes could still be active, but their effects are expected to be rather negligible.

Whatever the events that lead to decay, the propagation of photons will appear to

occur in random spatial directions. The ensemble of chromophores will decay towards

a distribution of states consistent with thermal equilibrium; at optical frequencies this

equilibrium state has nearly all of the chromophores in the lower energy level

(designated as Ig) in Figure 2.5).

In time-resolved experiments using relatively short duration pulses of light (at

or near visible frequencies), the non-equilibrium state is presumed to be (coherently)

prepared by the pressure-independent stimulated absorption process (given by the rate

rabs on the left-hand side of Figure 2.5). The ensemble-average decay rate of the

prepared collection of chromophores in the upper energy level is often characterized

symbolically as liT], which can be sub-divided into a contribution from the (pressure­

independent) spontaneous emission process and another from the (pressure-dependent)

collision-induced emission process: lITl = Asp + Cern' An example of an experiment

that can measure the random events that contribute to 11Tl is fluorescent decay

[Paisner].

The two-level system model is fairly ubiquitous and is generally regarded as

being rather useful. As a complement to this point of view, an outline of a kinetic

model based on ensemble-average transition rates for steady-state linear absorption

will be presented in Section 2.11, one which might prove useful in the measurement of

transition moments. However, the two-level system model described in this section

only accounts for energy exchange between the chromophore in one particular total

stationary-state (i.e. ro-vibronic and translational) and the radiation field. Even though

a collision-induced photon absorption and emission mechanism (i.e. a cause) has been

included, this model is not able to account for energy exchange due to collisions with

a buffer gas. Furthermore, the two-level system model does not consider in a more

general manner the nature of collision-induced phase-changes of the radiation field,
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which will be addressed in the next section by the addition of two more "levels" to this

model.

2.10 The Four-Level System Model

In order to account for a process that is perhaps more fundamentally related to

the wave-nature of the radiation field (i.e. phase-change, as opposed to energy

exchange in the particle-nature point of view), two levels have been added to the two­

level system model to form the basis for a four-level model. The four levels are

depicted in Figure 2.6. To simplify the model, the Ig') and Ie') states are here taken as

being respectively in the same "ro-vibronic" (or electronic) states as the Ig) and Ie)

states, but representing different translational states. The transition from Ig) to Ig') or

Ie) to Ie') (or vice versa) occurs through a collision with a buffer gas, which can be

envisaged as resulting in a change in the velocity (in a vector sense) of the

chromophore.

Ie')

I~'
Ig')

,
em

Asp'
,

rem
,

Cabs
,

Csem rab

Asp

s rem Cabs CI
Ie)

hw
rab

Ig)

Figure 2.6 The four-level model depicting phase-changing state-changes between Ig)
and Ig') and transitions between Ie) to Ie') due to collisions with a buffer gas. Each pair
of states ( Ig), Ie) ) and ( Ig'), Ie') ) satisfies the two~level system model of Figure 2.5.
The ensemble-average phase-changing rates (of the radiation field) are given by ¢g,
¢g', ¢e, and ¢e'. In general, it is expected that w -:j:. w'.
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It can be envisaged that at some point in time and space during the course of a

collision (perhaps in a deterministic sense) the phase of the radiation is "suddenly"

disrupted (i.e. changed to a meaningful extent in an almost discontinuous manner).

This phase-change of the radiation field is generally modeled as involving a

significant change in the orientation of the transition moment, such that (some form of)

an interaction between the chromophore and radiation field is disrupted. The change

in velocity of the chromophore (due to a collision event) also means that its transition

energy is slightly altered (relative to the laboratory frame due to the Doppler Effect);

i.e. w -:f. w'. As Figure 2.7 indicates, by including (more explicitly) the possibility for

velocity-changes during a collision event, the four-level model, even in this limited

form, makes more transparent the possible range of pressure-dependent processes.

hwI :::1J~ ::,: I~'
~

Figure 2.7 The four-level model depicting (some of the) possible paths for the state­
changing process.

In time-resolved (non-equilibrium) experiments (using relatively short duration

pulses of light), the total decay rate due to homogeneous processes can be expressed

(i.e. modeled) as the sum of two ensemble-average rates, the photon emission rate for

fluorescent decay llTl (mentioned at the end of the last section) and the rate of

collision-induced (i.e. pressure-dependent) phase-changes of the transition moment ¢e

for Ie) ~ Ie') transitions, which can be written symbolically as lIT2' = lITl + ¢e. An

example of an experiment that measures (i.e. observes) this decay time is the optical

photon echo [Dantus].
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2.11 Steady-State Kinetic Model

An important objective in building two-level and four-level system models is

to decipher the information content encoded in an observed steady-state linear

absorption line shape (i.e. spectrum). In this section we will seek to justify a kinetic

model for the two-level system and then explore its implications, especially with

regard to the underlying dynamics ofthe observed steady-state linear absorption line

shape. This model differs slightly from the usual "A and B Coefficient" model

[Einstein], but perhaps we should keep in mind that the model developed by Einstein

was intended for a perfectly isolated (but non-existent) black-body radiator based on

the ratio of (single temperature T thermal equilibrium) Boltzmann distributions for the

two energy levels (in the two-level system model). Perhaps it is fair (or reasonable) to

claim that the A and B Coefficient model describes a realm of steady-state state­

changing behavior from a point of view that is not quite consistent with the steady­

state state-changing condition created by directing a well-collimated external source of

relatively low-intensity, narrow bandwidth radiation to pass through an absorption

medium.

A meaningful goal of any two-level system model (e.g. Figures 2.5) is to

derive (or re-derive) the Beer-Lambert law from the microscopic point of view. The

Beer-Lambert law is an empirical observation about steady-state linear absorption of

radiation by a large ensemble of chromophores, often expressed in the differential

form as diI(z)/diz = -KI(z), which leads to the integrated form:

I((wo - w;'), z) = l((wo - w;'), 0) exp(-K z)

== l(z) = 1(0) exp(-K z) (2.8)
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In equation 2.8, l(z) == l((wo - wo"), z) is the line-integrated radiation field intensity (i.e.

the total intensity of the radiation field across all frequencies w) after passing though

an absorption medium of length z; the radiation field initially incident on the

absorption medium (at z = 0) has a line-integrated intensity 1(0) == l((wo - wo"), 0); and

K is the absorption coefficient (a characteristic constant of the absorption medium at a

given pressure and temperature). The radiation field line-center frequency wo" is often

the same as the observation frequency (as was the case in this project). The intensity

of the radiation field is thus properly described by the difference in the chromophore

line-center frequency Wo and the observation frequency wo".

Intensity has units of energy per unit area per unit time. One of the hallmarks

of linear absorption (worthy of considerable emphasis) is that the ratio l((wo - wo"), z)

+ l((wo - wo"), 0) is constant for a broad range of initial intensities l((wo - wo"), 0).

Also, without loss of generality, the following descriptions will use the simplifying

assumption that the incident radiation field intensity l((wo - wo"), 0) is equal to a

constant value across a broad range of radiation field line-center frequencies wo" (i.e.

the ideal case of the radiation field being independent of the absorption medium); see

also Section 5.3.

Whatever the experimental conditions may be, and whatever state-changing

processes might be envisaged as operating, a steady-state condition is achieved in the

two-level system model when the differential change in the population densities of the

ground and excited states with respect to time has vanished:

diNg
---

dlt
o

(2.9)

In equation 2.9, the total number densities for a particular radiation field line-center

frequency wo" (a.k.a. line-integrated number density) for the two-level system model

are given by Ng and Ne .
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From the point of view of the chromophore, application of equation 2.9 (for the

two-level system model of described in Section 2.9 and Figure 2.5), where the sum of

ensemble-average stimulated photon absorption and emission rates are given

respectively by kabs = rabs + Cabs and kem = rem + Cem, gives:

o (2.10)

From the point of view of the externally applied (and typically well collimated)

radiation field, the observed change in the total (line-integrated) intensity as a function

ofpath length can be expressed as:

dlI(z)
--

dlz (2.11)

The observed line-center frequency Wo is being used (on the right-hand side of

equation 2.11) on the pretense that the energy of a photon (E = wfi) does not change to

an appreciable extent across a relatively narrow frequency-interval of the Doppler and

collision broadened radiation field line shape at optical frequencies.

Substitution of equation 2.10 into equation 2.11 gives:

dlI(z)
--

dlz
- 2liwoAsp Ne

(2.12)

The next step is to reconstruct equation 2.12 from the point of view of the

microscopic processes that give rise to 1(z) == 1((wo - wa"), z) and Ne == Ne(z) == Ne((wo

- wa"), z). This reconstruction will be achieved through the convolution of

independent processes (i.e. homogeneous and inhomogeneous line broadening

mechanism) [Demtroder, Butkov]. Two successive convolutions will be performed,
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so it is useful to note that the order in which convolutions are performed can be

arbitrarily chosen. In the language of mathematics, the convolution procedure obeys

the commutative, associative, and distributive properties. The first two properties are

relevant to what follows in this section, namely that!* g = g *! and!* (g * h) = if* g)

* h [Kauppenin].

The intensity of the radiation field per unit bandwidth interval /wC((wo - wo")­

w), z) can be described by the following distribution function:

Iw(((wa - wa") - w), z)

(2.13)

Equation 2.13 describes the radiation field intensity per unit bandwidth interval

relative to the difference of the observed line-center frequency Wo and the radiation

field line-center frequency wa" as a fraction of the total radiation field intensity /((z) ==

/((wo - wa"), z) (across all frequencies w) at a particular position z in the absorption

medium. The distribution function gR((WO - wa") - w) has a normalization factor

given by FR :

(2.14)
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Standard (or classical) treatments of electromagnetic wave propagation

indicate that the cycle-averaged radiation field intensity f((z) == f((wo - wo"), z) is

related to the electric field strength E(z) == E((wo - wo"), z) by:

1 2
fez) = - C 1] EO IE(z)1

2 (2.15)

In equation 2.15, C is the speed oflight in a vacuum, 1] is the index of refraction, and EO

is the vacuum permittivity.

The anticipated steady-state probability Ice(wo - w)12 of finding a given

chromophore in the excited-state contains a contribution from the square of the

radiation field strength IE((wo - wo"), z)12 == IE(z)12 (e.g. see equation 7.36). Equation

2.15 then says that this contribution is directly proportional to the radiation field

intensity fez) == f((wo - wo"), z). However, a more realistic description ofa radiation

field acknowledges the nonexistence of such fields being perfectly monochromatic,

which is achieved with a distribution function of finite width and having units of

intensity per unit bandwidth interval (e.g. equation 2.13).

Likewise, the distribution for the excited-state probability Ice(wo - w)12 is

converted to a probability density characterizing the excited-state probability per unit

bandwidth interval. The portion pertaining to the radiation field has been factored out

of Ice(wo - w)1 2
, so that the remaining core portion of this distribution ( Ic/(wo - w)12

)

can be expressed as:

(2.16)
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In equation 2.16, the distribution function ge(WO - w) is normalized by Fe:

(2.17)

The transformation of the descriptions of the radiation field and excited-state

probability into probability density functions (of finite widths that describe the

associated quantities per unit bandwidth interval) then leads to the steady-state

probability Ice"((wo - wa") - w)12 of finding a given chromophore in the excited-state

per unit bandwidth interval:

(2.18)

In equation 2.18, j.l is the electronic dipole transition moment. The subscript "H" on

gH((WO - wa") - w) is in anticipation of this distribution function being commensurate

with the homogeneous contribution to the observed line shape.
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The normalization factors FR and Fe in equations 2.14 and 2.17 require

considerable care when proceeding through this analysis. The normalization factor

obtained by the convolution of distribution functions is in general a function of the

normalization factors of the convolved components. In equation 2.18, the explicit

expression of this point can be given as FH= FH (FR, Fe). For the case that the gR and

ge are both described by Lorentzian distributions, it can be readily shown that the

normalization factor is given by FH = FR+ Fe , in which FR and Fe are simply related

to the full width at half-maximum height ofgR(WO - WO") - w) and geCwo - w),

respectively [Loudon 1; Bernath; see also equations 5.3 and 5.4].

The second convolution is between the result of the convolution in equation

2.18 and the inhomogeneous contribution to the observed line shape, in this case taken

to be well described by the Doppler profile. In a typical gas cell the total number

density (of chromophore) per unit bandwidth interval N (wo - w) is distributed in the

frequency domain according to the normalized Doppler profile Fo go(wo - w)

[Bernath]:

N(wO - w)

2n N ( m c
2

]1/2 exp(- m c
2 (wo - W)2]

Wo 2 n kB T 2 kB T Wo

(2.19)

In equation 2.19, N is the total number density of the chromophore (and N = Ng + Ne),

m is the mass of the chromophore, c is the speed of light in a vacuum, T is the

temperature, and kB is the Boltzmann constant; go is given by the exponential factor

[Bernath].
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The excited-state number density per unit bandwidth interval Ne((wo - wo") ­

w) at a particular radiation field line-center frequency wo" is then given by the

convolution of equations 2.18 and 2.19:

2 N /12 1(z) /I

- 2 Fy gy( (WO - Wo ) - w)
C 1] EO h

(2.20)

In equation 2.20, the subscript "V" on gv((wo - wo") - w) is in anticipation of this

distribution function being well modeled as a Voigt profile. And it is worth noting

that the normalization factor for the Voigt profile is dependent on the underlying

distribution functions: Fv = Fv(FH, Fo). In this project, for which the radiation field

line shape and temperature were held constant, changes in buffer gas pressure affect

the width of ge((WO - w) and thus Fe., which in turn affects the normalization factor Fv

of the Voigt profile; see also Section 5.3.
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The more general form of equation 2.12 for per-bandwidth-interval distributions (e.g.

probability density functions) is given by:

dllw(((wo - wa") - w), z)

dlz

(2.21)

Using equations 2.13 and 2.14, integration of the left-hand side of equation

2.21 across all frequencies w gives:

=
dlI((wo - wo'), z)

dlz

dlI(z)
--

dlz

(2.22)
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Using equation, 2.20, integration of the right-hand side of equation 2.21 across

all frequencies w gives:

_ - KI(z) (00 gy((wo - Wo") - w) dlw, Jo
(2.23)

Substitution of equations 2.22 and 2.23 into equation 2.21, followed by

rearrangement and integration yields the Beer-Lambert law:

I(z) = I(O)eXP(-K(fooo gy((wo - W~/) - W)dlW)z)
(2.24)

Equation 2.24 indicates that for each value of the radiation field line-center frequency

Wo" the distribution of transmitted light follows a Voigt-like profile gv ((wo - WO") - w)

defined in equation 2.20. As the radiation field line-center frequency WO" is scanned

across the absorption profile, the integration of this underlying Voigt-like distribution

across all frequencies w is traced out in the recorded spectrum; recall that 1((z) == 1((wo

- WO"), z) and 1((0) == 1((wo - wa"), 0).

Not shown explicitly in the preceding developments (in equations 2.18 through

2.24) is a convolution of the detector response with the transmitted radiation field. To
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the extent that a detector has a flat response across a relatively broad spectral region

that includes and is much broader than the spectral region of interest (i.e. the transition

line shape encoded in the transmitted radiation field), the detector response gd(W - Wd)

can be factored out of the corresponding convolution integral in the (approximate)

form 'Y x (L~.wdrl, where LlWd is the bandwidth of the detector, 'Y is a dimensionless

instrument function, and Wd is the center frequency of the detector. Integration of the

left-hand side of equation 2.21 then gives:

dll(z)
y-­

dlz

(2.25)
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Integration of the right-hand side of equation 2.21 treats the Voigt profile

gv((wo - wo") - w) as a Dirac-delta function, which filters out its value at w = Wo-

" (. ( ")Wo l.e. gv Wo - Wo :

y1(z) (LLlWd 1Loo~ -K -- dw gy((wo - w~') - w)dw
~Wd 0 0

= - K y 1(z) gy(wo - WOlf)

(2.26)

Combining equations 2.25 and 2.26 (and recalling that 1(z) == 1((wo - wo"), z))

leads to the more familiar form of the Beer-Lambert law given by equation 2.12 (as

opposed to equation 2.21):

d1((wo - w~'), z)
Y dz = -2liwoAspyNeCwo - WOlf)

= - K y 1((wo - WOlf), z) gy(WO - w~')

(2.27)
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In equation 2.27, the observation frequency is given by the radiation field line-center

frequency Wa", which corresponds to the experimental configuration used in this

project. Rearrangement and integration of equation 2.27 then leads to the often used

form of the Beer-Lambert law in high-resolution linear absorption experiments (c.f.

equation 2.8), especially for the task of performing a line shape analysis:

l((wo - WO")' z) = 1(0) exp(- K gv(wo - w;/) z) (2.28)

See also Sections 5.2 and 5.3, especially equation 5.3, and recall that w = 27rv.

As equation 2.24 (or equation 2.28) indicates, one reason for considering the

details of deriving the Beer-Lambert law from the microscopic point of view is to

relate measurements ofline shape and line-integrated radiation field intensity to the

transition moment j1 of the chromophore. However, such measurements are not

pertinent to the results presented in this dissertation. Another reason for deriving a

model of the Beer-Lambert law based on microscopic processes of equations 2.10 and

2.11 is to gain some confidence in their validity.

The main reason for pursuing the above developments in this section has to do

with a central question in spectroscopy: what is the information content encoded in an

observed line shape? Equation 2.12 (or equation 2.21) indicates that the observed line

shape will be influenced by both the absorption and emission processes [Barut 1].

Furthermore, the steady-state kinetic model developed in this section is consistent with

classical equilibrium thermodynamics; such considerations lead to results (described

below) that will be important in the analysis of state-changing processes later in this

dissertation, specifically Section 6.3 and Chapter VII.
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Ifwe tacitly recognize that the kinetic model for the two-level system

presented so far accounts for an essential portion of the physics of linear absorption,

then comparison of equation 2.10 to the Boltzmann distribution gives:

(2.29)

!1tabs = l/kabs

The temperature T appearing in equation 2.29 is a characteristic temperature of the

steady-state state-changing process, which is not the same as the usual sense of this

parameter (as used throughout this dissertation) for describing the center-of-mass

motion (a.k.a. translation) of an atomic system.

The time domain view of the inequality in equation 2.29 is depicted in Figure

2.8. This inequality indicates that the ensemble-average time-interval !:::.tabs between

/g) -)0 Ie) (photon absorption) state-changing events is longer than the time-interval

!1tem between Ie) -)0 Ig) (photon emission) state-changing events; in Chapters VI and

VII, the notation for this inequality on the time-intervals between state-changing

events will appear as Tem '* Tabs.

Ig) <E-(---------7) Ie) ( ) Ig)
!1tem = l/(Asp + kem)

t

Figure 2.8 Ensemble-average state-changes in the time domain depicting the
inequality of equation 2.17 in which !1tabs > !:::.tem . The ensemble-average time-interval
between /g) -)0 Ie) and Ie) -)0 Ig) state changes are given respectively by !1tabs and !1tem.
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Collision cross-sections are described in more detail in Sections 6.3 and 7.5.

The concept of a collision-cross section will be utilized in the last few paragraphs of

this section. So, for pedagogical purposes, perhaps it is useful to mention that a

collision cross-section is essentially "an (effective) area representative of a collision

reaction between atomic or nuclear particles or systems, such that the number of

reactions that occur equals the product of the number of target particles or systems and

the number of incident particles or systems which would pass through this area if their

velocities were perpendicular to it [McGraw-Hill]." This concept is often expressed as

lITo = ncrv, where TO is the ensemble-average time-interval between collision events, n

is the number density of atomic systems, cr is the collision cross-section, and v is the

ensemble-average relative speed between these atomic systems [Rein

For a situation in which the radiation stimulated photon absorption and

emission (and spontaneous emission) are the dominant state-changing processes,

collision cross-sections for photon absorption (crabs) and emission (crem) can be

constructed from the rate of change of f em and f abs with that of the radiation field

intensity. In the abstract sense of considering a collision cross-section function of the

form fabs = crabJ(f(z)) and f em = crenj(f(z)) (i.e. linearization of fez) with respect to the

pressure-independent photon absorption and emission rates), then for 8A sp/8(j(1(z)) =

°(a typical assumption that may require further consideration [Allen 3]) equation 2.29

leads to:

(
arem )

aj(l(z))

(
arabs)

aj(I(z))

(
(T )em > 1
(Tabs fad. stun.

(2.30)

In equation 2.30, the symbol "8" indicates a partial derivative; e.g. the denominator

means taking the partial derivative of f em with respect to1(1(z)).
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Similarly, and of relevance to the pressure-dependent studies presented in this

dissertation (see also Sections 6.3 and 7.5), if the radiation field intensity is held

constant and the pressure P is changed, then 8rab/8P = 8reml8P = 8A spl8P = O. The use

of an ideal gas-kinetic model for the collision-induced collision cross-section (applied

to the two-level system model of Section 2.9) gives Cabs and Cem as being linearly

related to the pressure P, so that equation 2.29 leads to:

(~)
(a;~s ) (

(T )~ >1
(Tabs coll.-rad.stim.

(2.31)

Only the change in width of the line shape is relevant when measuring

pressure-dependent (elastic) collision cross-sections (crabs and crem) and so the increase

in the ratio of l(z) to 1(0) can be ignored when measuring the self-quenching collision

cross-section. In this case, the pressure P is due entirely to the number density n of

chromophores (through the ideal gas law), and so the number density n of

chromophores must be changed in order to affect a change in pressure P. And

equation 2.31 is expected to be valid for the case of holding the chromophore number

density constant and relatively small compared to the number density n of a buffer gas,

as was done for the measurement of collision cross-sections in this project.

Equation 2.31 is a statement from classical (equilibrium) thermodynamics,

which says explicitly that crem > crabs. The importance of this inequality is substantial.

And it is perhaps still an open question as to whether or not a dynamical theory like

quantum mechanics can or should be able to account for the "conclusions" obtained

from classical thermodynamics.

It should be understood that the use of the same notation for the collision

cross-sections (crabs and crem) in equations 2.30 and 2.31 is not meant to imply that

these quantities are the same for these two different processes, which is why the
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subscripts "rad. stirn." and "coll.-rad. stirn." have been appended to these ratios in the

above respective equations; see also Figures 2.5 and 2.6.

An obvious question arises: what might be the connection between the model

developed in this section for linear absorption and the well respected A and B

Coefficient model? The energy density of the radiation field W(x, y, z) is related to the

intensity of the radiation field lex, y, z) by lex, y, z) = cW(x, y, z), where c is the speed

of light in a vacuum. The Einstein model for a steady-state black-body radiator can be

expressed as AspNe + Begl(z)Ne - Bgel(z)Ng= 0, and it is generally assumed that Bge =

Beg. Furthermore, for the black-body radiator model used by Einstein (i.e. the Plank

law for the radiation field energy density in a perfectly isolated black-body radiator, or

Planck radiation law), the single temperature T of the black-body radiator would

appear to imply that the radiation field intensity lex, y, z) is the same at all locations (x,

y, z), which can be expressed as lex, y, z) = constant. This condition of constant

radiation field intensity lex, y, z) does not appear to be consistent with linear

absorption as described by equation 2.8 (i.e. dlJ(z)/dlz = -K1(z) :/: 0). It is beyond the

scope of this dissertation to consider modifying the underlying Planck radiation law

used in the Einstein A and B Coefficient model to account for the change in radiation

field intensity lex, y, z) as a function of position (x, y, z), therefore, as hinted at the

beginning of this section, it has been tacitly assumed that it is possible to approach the

Einstein A and B Coefficient model in a way that is consistent with the Beer-Lambert

law for steady-state linear absorption. It is worth noting, though, that the inequality

kern :/: kabs (suggested by equation 2.29) would appear to be related to the suggestion

that Bge :/: Beg [Mompart].

Further comparison of the Einstein A and B Coefficient model and the Beer­

Lambert law does not appear to be appropriate or necessary at this time. However, the

question (of mechanism) has been raised as to how a black-body radiator progresses

towards a state of thermal equilibrium with a material system (e.g. a two-level system)

[Irons]. An answer to this question (in terms of the concepts of irreversibility and

dissipation of heat energy) is offered at the end of Chapter VII.
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2.12 Collision Processes

Atoms and molecule are complex objects, each one being composed of a finite

number of electrons and nuclei. In the ideal but non-existent limit of a perfectly

isolated atomic (or molecular) system, time-independent quantum mechanics can be

characterized by stationary-states, which is a useful description of the properly time­

averaged internal dynamical properties of such a system. However, contained within

the idea of a perfectly isolated stationary-state is the reality that such an object would

reside in a universe where there is "a time without time", or perhaps more accurately,

"a time without change". A more generally approach, then, would seek to model the

interactions between atomic systems through considerations of time-dependent

dynamics.

As described in Sections 2.9 and 2.10, some portion of the interactions

between a chromophore and buffer gas particle can be characterized by collision­

induced state-changing rates. The notion of a purely elastic collision (often modeled

as instantaneous collisions between infinitely-hard (i.e. non-deformable) spheres) is

useful in a conceptual sense, but it is only an idealization that does not appear to exist

in Nature; it appears that all collisions are, to some degree or another, inelastic. It is

also common to associate the phrase "inelastic (state-changing) collisions" with

changes in the internal time-independent stationary-states of an atomic system; e.g. the

state-changing processes that involve photon absorption and emission [Steinfeld].

These stationary-states are consistent with the solutions obtained from solving the

time-independent Schrodinger equation for the case of a perfectly isolated

chromophore. However, with or without such internal state-changes, the inelastic

nature of collisions can be expected to contribute to changes in the translational

motion (i.e. trajectories) of the collision partners (e.g. chromophore and buffer gas),

and thus changes in the spatial (and perhaps temporal) orientation of the chromophore
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transition moment with respect to, say, a linearly polarized radiation field (e.g. like the

ones used in this project).

The "traditional" solution of the time-dependent Schrodinger equation for the

two-level system model does not include a cause that leads to the effect of photon

absorption and emission [Bernath]. In Chapter VII of this dissertation the "traditional"

two-level system model will be expanded upon by taking into account (in a relatively

simple manner) the time-dependent (deterministic) interactions that occur between the

chromophore and buffer gas before and after a collision-induced photon abs<;lrption or

emission during a state-changing event. The time-dependent interactions that occur

during these collisions give rise to short-lived non-equilibrium perturbations that are

notoriously difficult to (precisely or accurately) characterize in either (theoretical)

models or experiments. In Chapter VII the modeling of these time-dependent

interactions will introduce (what appears to be) a new parameter, the ensemble­

average change in the wave function phase-factor (~a) for a state-changing event.

This model is essentially a continuation of a line of thought begun several decades ago

by Foley [Foley 2 and 3]. The results presented in Chapter VII for this model may be

of fundamental importance to quantum theory, especially with regard to the discussion

of "cause and effect" (a.k.a. causality) in the state-changing processes in the quantum

domain [Zajonk].

2.13 Pressure Broadening and Pressure Shift Coefficients

The primary focus of this project was to extract pressure broadening (Bp) and

pressure shift (Sp) coefficients by observing spatially and temporally isolated two­

body (not including the photon) collision-induced state-changing events of a

chromophore as a function of buffer gas pressure in high-resolution Doppler-limited

frequency domain linear absorption spectra, with all other relevant parameters (such as

temperature, incident radiation field intensity on the gas cell, and chromophore
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number density) held constant. It is quite common to observe a linear increase of both

the Lorentz width (pressure broadening) and shift of the line-center (pressure shift) as

the buffer gas pressure is increased, a combination of effects that have been observed

s·ince at least the 193Os [Margenau]. It is also generally thought that the pressure

broadening and pressure shift coefficients will, in some meaningful manner,

characterize the time-dependent forces (i.e. interactions) occurring before and after a

collision-induced state-changing event [Foley 2]. The development of conceptual

foundations and theoretical models attempting to make use of the pressure broadening

and pressure shift coefficients has a long history and is an area of tremendous effort

among physical scientists [Allard]. A meaningful line shape model must, of course,

account for both of these observations - pressure broadening and pressure shift - and

it should also be able to account for (i.e. predict) the observation that line-shapes at

modest buffer gas pressures contain systematic deviations from being perfectly

symmetric, and so are not in perfect accord with the perfectly symmetric Lorentzian

distribution line-shape obtained from the "traditional" two-level system model; e.g.

the line shape model of Section 6.3.

Although the spectral data obtained during the course ofthis project was not

investigated for line shape asymmetry, such details will be briefly considered in

Sections 7.6 and 7.7. In this project, the analysis of the observed line shapes used an

approximate model for the hyperfine transitions, which can also be a source of

systematic deviations of the residuals between the model and observed line shapes.

The model line shape used in the nonlinear regression analysis - an analytic

approximation to the Voigt distribution function [Humlfcek] - is expected to be highly

symmetric with regard to the convolution of the Lorentzian and Gaussian distributions,

to better than one part in ten thousand.

The dependence on buffer gas pressure (or number density) contained within

the pressure broadening coefficient (often expressed in units of MHz/torr) is then

removed through calculation of a collision cross-section () (often expressed in units of

Angstsrom squared ,a,?); the model for this conversion and the elastic collision cross-
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sections obtained in this project are presented in Section 6.3. The presentation in

Chapter VII offers a slightly refined view ofthe collision process by accounting for

the interactions (i.e. forces acting over time) before and after a collision-induced state­

changing event. Such a characterization of the collision process (as presented in

Chapter VII) leads to a new parameter, the ensemble-average change in the wave

function phase-factor (~a) during a collision-induced state-change, which is found to

be related to knowledge (i.e. measurement) of both the pressure broadening and the

pressure shift coefficients. The parameter ~a in turn leads to a refinement of the

calculated values of (F (i.e. O"inelastic "* O"elastic).

It is perhaps worthwhile to offer a conceptual point of view on the origin of the

observed broadening of spectral lines (a.k.a. pressure broadening) and the changes in

their line-center frequency (a.k.a. pressure shift) as a function of buffer gas pressure.

According to gas kinetic theory, at a fixed temperature an increase in pressure (and

thus number density) of buffer gas implies that the time-interval between collision­

induced state-changing events is decreasing. The Fourier transform of a shorter

lifetime in the time domain is a larger line width in the frequency domain, and hence

the frequency domain line width increases as the pressure of the buffer gas is

increased.

Collisions with a buffer gas will lead to differential perturbations of the lower

state and upper state energy levels, which appear as a change (i.e. shift) in the

transition energies between the ground and excited states of the two-level system. As

the pressure is increased there will be more interactions (e.g. more collision-induced

state-changing events) per unit time, which will lead to larger observed shifts of the

line-center. This increase in line-center shift with increasing pressure can perhaps be

thought of as resulting from the chromophore, in a relative sense, spending more time

interacting with the buffer gas during the measurement (i.e. observation) process.

For the results presented in this dissertation, the buffer gas pressure is set to be

sufficiently large so that the ensemble-average collision-induced (i.e. pressure­

dependent) state-changing rate due to this buffer gas is predicted to provide the
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dominant contribution to the homogeneous (a.k.a. Lorentzian) component of the

observed line widths. The spontaneous (a.k.a. natural) photon emission process is

assumed to be independent of the buffer gas pressure in the gas cell; while this may

not be an accurate assumption [Allen 3], consideration of their relatively small values,

as compared to the sum of the ensemble-average rates of the collision-induced state­

changing processes, suggests that it is likely to be a reasonable approximation for our

purposes here. (See also Sections 2.9 and 2.10.)

The spontaneous emission rates for the B electronic state of diatomic iodine

are reported to be in the range of 0.1 to 10 J-lsec [paisner], which gives a spontaneous

emission rate in the range of 0.1 to 10 MHz. Estimates (i.e. back-of-the-envelope

calculations) based on gas-kinetic arguments for an ideal gas at room temperature (292

K) with a collision cross-section of 50 ft.?, and a range of buffer gas pressure of 5 to

100 torr will result in a total collision-induced state-changing rate that is roughly one

to three orders of magnitude greater than the spontaneous emission rate [Rei£]; see

Section 6.3 for more details on the calculation of elastic collision-cross sections.

Similarly, since the radiation field intensity initially incident on the gas cell is constant

and relatively weak for all pressures of buffer gas, the rates of the pressure­

independent stimulated photon absorption and emission processes are assumed to be

nearly constant and insignificant and have thus been neglected; see also Section 5.3

for more detail on the relative "strength" of the radiation field (from a classical

physics point of view).

2.14 The Hermitian Hamiltonian

The description of dynamical processes in the macroscopic domain using the

theory of classical mechanics makes use of an object known as a Hamiltonian

[Marion]. This object is also central to the description of dynamical processes in the

microscopic domain when using the theory of quantum mechanics. The Hamiltonians
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used in quantum mechanics are composed of operators and the properties of these

operators are of some importance. Of particular concern is the Hermitian property in

which a given operator is equal to its adjoint. The role of a Hermitian Hamiltonian (as

any text book on quantum mechanics will describe) is to provide real-valued (as

opposed to complex-valued) eignevalues for the energy in the solutions to the time­

independent Schrodinger equation (i.e. the energies of the perfectly isolated

stationary-states).

With an eye toward later developments on the modeling of state-changing

processes (in Chapter VII), the use of a time-dependent Hermitian Hamiltonian is

briefly considered in this section. In Chapter VII the Generalized Rotating Wave

Approximation will be used [Barut 2 and Loudon 2], which implicitly contains (but

keeps partially hidden) the raising and lowering operators obtained from the quantized

description of the radiation field in terms of discrete photons. The raising (at) and

lowering operators (a) model the photons added to or removed from the radiation field,

respectively. (The raising operator corresponds to emission of a photon by the

chromophore and the lowering operator corresponds to the absorption of a photon by

the chromophore.)

When acting on a general stationary-state given in the "ket" notation as In), the

raising and lowering operators follow the relations:

at In) = -V n + 1 In + 1)

a In) = Y;; In - 1)

(raising)

(lowering) (2.32)

The label "n" appearing in In) is referred to as a "quantum index", which in this

case corresponds to the mode number for the quantized radiation field. The

mathematical operation of finding the adjoint of an operator is indicated by the "t"

symbol, so that the raising and lowering operators were specifically constructed so as
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to be adjoint to each other. (Similarly, the adjoint of the adjointed operator is the

original operator.)

As well, the "bra" and "ket" objects (given respectively by In) and (nl) are

ajdoint to each other (i.e. In)t = (nl and (nit = In»), so that the Hermitian coI\iugate of

equations 2.32 (i.e. the adjoint) gives for the "bra" object:

(nl a = .y n + 1 (n + 11

(nl at = .y-;; (n - 11

(raising)

(lowering) (2.33)

The corresponding lowering and raising operators for the chromophore, given

respectively by Jg)(el and le)(gl , can be combined with the raising and lowering

operators of the radiation field (equations 2.32) to form a time-dependent state­

changing perturbation term Vet) in the total Hamiltonian that is Hermitian. It will be

shown in Chapter VII that the perturbation term Vet) can also account for the

ensemble-average change in the wave function phase-factor Lie!' for a collision-induced

state-changing event so that (in the Generalized Rotating Wave Approximation in the

Schrodinger Picture) it has the form:

vet) = a Ie) (gl exp(i~a - iwt) + at Ig) (el exp(-i~a + iwt)

(2.34)

While Vet) is indeed equal to its adjoint (and so by definition is Hermitian), it

should not go unnoticed that the time-dependent state-changing nature of equation

2.32 is not commensurate with the usual proof about obtaining real-valued eignevalues

from the action of Hermitian operators on stationary-state solutions of the time­

independent Schrodinger equation [Shankar]. That is to say, conclusions about the
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nature of a state-changing perturbation term Vet) are perhaps best considered by

solving the time-dependent Schrodinger equation.

Also, time t appears in quantum mechanics in the form exp(-iwt), so that the

adjoint of this object is equivalent to taking its complex conjugate (i.e. exp(iwt)),

which (it seems) is generally interpreted as saying that time t is propagating in

opposite directions for these two objects. However, given the results of Section 2.11

with regard to the process of absorption and emission not following identical paths, we

are left to wonder if the appearance of such time-reversal in quantum mechanical

calculations refers to time-reversal on the path of a single state-changing process (i.e.

absorption or emission), or whether it is an indication that the dynamics on both paths

(i.e. absorption and emission) are to be considered.

These mathematical results will be encountered again in Chapter VII. In the

first five sections of that chapter the "traditional" interpretation will be used, namely

that Hamiltonians must be Hermitian (e.g. equation 2.34). In the last two sections of

that chapter an alternative interpretation will be offered with regard to the use of a

non-Hermitian Hamiltonian in quantum mechanics for the situation that the

Hamiltonian is explicitly time-dependent in its description of state-changing processes.
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CHAPTER III

DATA COLLECTION

3.1 Overview of Chapter III

A significant portion of time was invested in setting up and carrying out

experiments that could yield an abundance of reliable and accurate data, which is quite

typical of the activities in experimental chemical physics. This chapter describes the

experiments that provided high-resolution linear absorption spectra (data) of diatomic

iodine (as the chromophore) near 675 nm in the presence of measured (known)

pressures of added buffer gases. (Diatomic iodine refers to the homonuclear molecule

b, which is often colloquially referred to as iodine.) The spectra obtained from these

experiments were deemed to be of sufficiently good quality (with regard to signal-to­

noise ratio (SIN), reproducibility, and "true", extraneous-artifact-free representation of

line shape) that considerable effort was then made to analyze them for pressure

broadening and pressure shift coefficients; this analysis and its results will be a

primary topic in the chapters that follow this one. (Figures ofthe spectra obtained

from the experiments described in this chapter can be found in Chapters IV and V.)

Between the summer of 200 I and 2006 there were four major configurations of

the internally referenced absorption spectrometer used to collect data. These four

configurations can be correlated with four historical periods of data collection. The

first three periods used a free-running Fabry-Perot laser diode system. The first period

of data collection was carried out at room temperature (292 K) during the summer of

2001. The second period of data collection focused on the noble-gas atoms as the

buffer gas (at room temperature) during the summers of 2003 and 2004. Both of these
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periods of data collection used the first spectrometer configuration described below.

The results from the first and second periods of data collection were published in 2004

[Hardwick 1]. The third period of data collection was from about Decembel' 2004 to

mid-summer 2005. This was the same as the first two periods (same laser system and

same location in the undergraduate physical chemistry laboratory in the basement of

Klamath Hall at the University of Oregon) except that the collimating lens for the laser

had been removed and an off-axis parabolic reflector was instead used to collimate the

laser beam. For this third period of data collection, some of the spectra using noble­

gas atoms as the buffer gas (at room temperature) were re-recorded, all of the spectra

using molecules (except for air and water vapor [Hardwick 1]) as the buffer gas (at

room temperature) were recorded, and all of the higher temperature (348 K and 388 K)

spectra were recorded. The fourth period of data collection was carried out in the

summer of 2006 using an external cavity laser diode system in the research laboratory

of Professor Tom Dyke on the first floor above the ground floor in Klamath Hall,

KLA179. The wide tuning range of the external cavity laser diode used in this

configuration of the internally referenced absorption spectrometer allowed us to begin

exploring a wider range of rotational states of diatomic iodine, which was done with

argon as the buffer gas. Fringe spectra (from a plane-parallel Fabry-Perot

interferometer, commonly referred to as an etalon) were simultaneously recorded with

the diatomic iodine spectra toward the end of the third period of data collection and for

all data collected during the fourth period of data collection.

3.2 Internally Referenced Absorption Spectrometer

An overview of the experimental setup for the internally referenced absorption

spectrometer used to investigate the broadening and line center shift of diatomic

iodine as a function of pressure of various buffer gases is shown in Figure 3.1. This
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spectrometer design allowed for the separate and (nearly) simultaneous measurement

of spectra from two different gas cells, referred to as the reference and sample gas

cells (labeled RC and SC, respectively, in Figure 3.1).
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Figure 3.1 Schematic of the internally referenced absorption spectrometer used to
record high resolution linear absorption spectra of diatomic iodine in the presence of
known pressures of buffer gases. In this figure the computer is depicted as a
pictogram that is connected to the "input/output electrical junction box" and "laser
control electronics"; "RC" and "SC" are respectively the reference gas cell and sample
gas cell; Bland B2 are beam splitters; M is a mirror; D 1, D2, and D3 are silicon­
based photodiode detectors. An expanded view of the "input/output electrical junction
box" is shown in the upper left corner of the figure; "comp" is short for computer.
The "summing op-amp circuit" is described in Appendix A.

The advantage of such a configuration was the added ability to routinely

determine with considerable precision the line center shift as a function of buffer gas
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pressure. Both the operation of the spectrometer and the recording of spectra were

accomplished using a personal computer (600 MHz Pentium III using Windows 2000

operating system) with an on-board multifunction card (National Instruments model

number PCI-1200 multifunction input-output device for PCI bus computers),

commercially available software (Igor Pro 4, Igor Pro 5, and NIDAQ Tools from

Wavemetrics), and computer device-drivers (software) to allow communication

between Igor Pro and the PCI-1200 multifunction card. All electrical connections to

the PCI-1200 multifunction card were made with BNC terminated co-axial cables

through a junction box (National Instruments model number SC2071) connected to the

personal computer by a 32-pin ribbon strip. The linear and nonlinear fitting

algorithms in Igor Pro were also extensively used for wave number calibration, line

shape analysis, and data analysis in general.

3.2.1 Philips CQL806/30 Laser Diode System Spectrometer

Most of the results presented in this dissertation were obtained from analyzing

diatomic iodine spectra collected using an internally referenced absorption

spectrometer (Figure 3.1) with a free-running Philips CQL806/30 laser diode

providing modestly monochromatic (ca. 30 MHz) linearly polarized electromagnetic

radiation (i.e. light) in the vicinity of 674.8 nm. (The Philips CQL806/30 laser diode

system will generally be referred to as the Philips laser diode system. The laser alone

will be referred to as the Philips laser diode; and similarly for the New Focus 6202

external cavity laser diode system.) A Newport 505 laser diode driver provided the

injection current for this Fabry-Perot style laser diode. The mode settings for the

Newport 505 laser diode driver were high-bandwidth and current range capability of 0

to 200 mA. The laser diode was mounted in a Newport 700 laser mount which

contained a single 12.5 Watt thermoelectric module used to stabilize the temperature

of the laser diode; this module was controlled by a Newport 325 temperature
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controller. These components together comprise what is referred to as the Philips

CQL806/30 laser diode system.

The term "free-running" laser diode indicates that no feedback, optical or

electronic, was employed to stabilize the output wavelength of this laser diode system.

The spectrometer used lock-in detection at the first harmonic of a wavelength­

modulated absorption signal, which has the appearance of the first derivative of the

corresponding direct absorption spectrum [Silver; Demtroder].

The wave number of the Philips laser diode radiation was current-tuned with a

12-bit (i 2
= 4096 data points) linear ramp that was passed in digital form point-by­

point in real time from Igor Pro to the PCI-1200 multifunction card, which then output

nearly instantaneously a corresponding linear tuning ramp voltage point-by-point from

one of its analog output channels. Tuning (scanning) the laser through the spectral

region with the use of this point-wise linear tuning ramp voltage resulted in scans that

were nearly linear in wave number. (The linearity of the laser scans for data point

number vs. wave number will be considered further in Chapter IV.) This tuning ramp

voltage was added to a small sine wave modulation voltage that modulated the laser

wavelength. The wavelength modulation voltage was provided by a signal generator

(Global Specialties model number 105-2001 Signal Generator) using a homebuilt

variable-attenuation summing amplifier constructed with "741 op-amps" (or

compatible alternatives). (Three different versions of this summing amplifier were

utilized. Two of these were used with the Philips laser diode system and one with the

New Focus external cavity laser diode system. Circuit diagrams and additional

information about these devices are located in Appendix A.) Using the variable gain

setting on the front panel of the signal generator, it was possible to adjust the depth of

the modulation voltage independent of the spectral scan range determined by the

tuning ramp voltage. The output from the summing amplifier - the summed and

appropriately attenuated tuning ramp voltage and wavelength modulation voltage ­

was connected to the front end of the Newport 505 laser diode driver, which converted

this input signal into a tuning and modulation injection current for use by the Philips
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laser diode (i.e. current-tuned). The tuning ramp voltage signal was split just before

the input to the summing amplifier with the other piece being sent back to one of the

analog data collection channels of the PCI-1200 multifunction card to be recorded

(nearly) simultaneously with the signals from the beam paths. Data collection on the

PCI-1200 was performed using the "multi-channel scanned data acquisition" mode at

a gain setting of one, which allowed for a maximum data sampling rate of 100,000 per

second with 12-bit accuracy on all four analog input channels. Also, all four input

channels on the PCI-1200 junction box were configured for differential detection, a

strategy meant to improve the rejection of common-mode signals on a given pair of

input wires.

The output from the summing amplifier was split with one portion connected

to the oscilloscope and the other portion connected to the front end of the Newport 505

laser diode driver. Measurements on this channel of the oscilloscope indicated a

change in output voltage from the summing amplifier (when tuning the Philips laser

diode across the 1.4 cm- I spectral region) of about 0.5 ± 0.02 V. The sine-wave

modulation voltage output from the signal generator was one of the inputs to the

summing amplifier, and was split just before the connection to the input, with the

other portion being observed on a separate channel ofthe oscilloscope. Measurements

on this channel of the oscilloscope indicated a peak-to-peak wavelength modulation

voltage amplitude (often referred to as a modulation depth) of roughly 2.5 ± 0.5 mY.

An estimate of the modulation depth can then be made for a single polarity tuning

ramp that goes from 0 to +5 V: (1.4 cm- I
) x (0.0025 V -;- 5 V) == 0.0007 cm- I == 21

MHz modulation depth.

The manufacturer specifications for the Philips laser diode indicate that a

change in current of about 10 mA will be required to scan across approximately 1.4

cm- I (near 675 nm). The (ca. 1.4 cm- I
) single-mode scanning region chosen required

an injection current from 55 mA to 65 mA. The attenuation factor of the summing

amplifier was adjusted to allow the tuning ramp to generate a change in voltage at the

front end of the Newport 505 laser diode driver that matched the 10 mA change in
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injection current required to tune across the entire 1.4 cm- l spectral region. The root

mean square noise ripple for the Newport 505 laser diode driver for the settings used

was specified to be less than 4 flA, which might result in roughly (1.4 cm- J
-;- 10 mA)

x (0.004 mA):::= 0.00056 cm- I :::= 17 MHz of uncertainty in the laser frequency. The

short term stability (approximately 30 minutes) of the Newport 505 laser diode driver

was specified to be less than 10 ppm. For a 50 mA injection current this corresponds

to about 0.5 /-lA, which is nearly a factor often smaller than the ripple noise injected

into the laser diode by this device. This suggests that the wavelength modulation

depth of the Philips laser diode, estimated at 21 MHz for a single polarity tuning ramp,

was approaching the limits of the Newport 505 laser diode driver capabilities when

scanning this entire (ca. 1.4 cm-I) spectral region, for which the laser operation was

single-mode and mode-hop-free.

The 12-bit resolution of the PCI-1200 multifunction card could provide at most

4096 sequential analog output data points for the tuning ramp voltage over the region

of a single acquired spectrum. The optimized step size between data points can be

estimated as (1.4 cm-1
-;- 4096 data points):::= 0.00034 cm- 1 :::= 10 MHz. It was,

however, discovered during the third historical period of data collection that the

optimal settings on the analog output of the PCI-1200 multifunction card was

specified to be 12-bit for a bipolar scale from -5 to +5 V or a single polarity scale of 0

to +10 V. Most of the data collected with the Philips laser diode system used the

above mentioned single polarity tuning ramp. Since the tuning ramps were configured

to scan from 0 to +5 V (and then back down from +5 to 0 V), the analog output was

operating at a non-optimized II-bit scale, which means that the step size between data

points was 20 MHz (instead of the optimized value of 10 MHz).

The only spectra obtained (and analyzed) while using a bipolar tuning ramp

with 10 MHz steps between data points came from the experiments at elevated

temperatures. which also contained room temperature scans. However, spectra

collected with a step size of 10 MHz also (inadvertently) had the Newport 505 laser
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diode driver set to low frequency band pass, so that high frequency modulations are

strongly attenuated. The modulation frequency was at about 88 kHz so that a much

larger than usual input peak-to-peak modulation voltage (sine wave) of about 14 ± 0.2

mV was required to obtain the previously observed SIN ratio. Even though the

modulation depth is not known for these experiments, the recorded spectra appear to

be of "good" quality, with SIN ratios similar to those obtained with the II-bit tuning

ramp.

The effect of the mismatch between the 0 to +5 V single polarity tuning ramp

and the analog output properties of the PCI-1200 multifunction card can be better

understood by comparing recorded ramps using both the single polarity and bipolar

tuning ramps. Plots of the two different recorded tuning ramp voltages as a function

of data point number showed an important similarity between them: the minimum

voltage increment for both recorded tuning ramps was 2.44 mV. In other words the

PCI-1200 will not accept the programmed single polarity tuning ramp step size of 5 V

-;- 4096 data points =1.22 mV. Also, comparing tuning rate as a function of data point

number (determined by computing the forward numerical derivative of these recorded

tuning ramp voltages) reveals differences: the tuning rate ofthe single polarity tuning

ramp as a function of point number was fluctuating much more than that for the

bipolar tuning ramp. The 0 to +5 V single polarity tuning ramp achieved an average

step size of 1.22 ± 2.00 mV -;- data points based on deviations of ± two steps away

from the programmed voltage for roughly 30% of the steps and ± one step away for all

the other data points in a scan. The -5 to +5 V bipolar tuning ramp achieved a step

size of 2.44 ± 1.14 mV per data point based on deviations of only ± one step away

from the programmed voltage for roughly 23% of the steps in a scan and no deviation

from the programmed voltage for the remaining 67% of the steps in a scan. The

tuning rate (as determined from the numerically computed first-derivative ofthe

recorded tuning ramp with respect to data point number) of the single polarity tuning
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ramp appeared to randomly change sign roughly 15% of the time in a scan, while the

tuning rate of the bipolar tuning ramp did not change sign through the entire scan.

The electrical leads from a mounting module holding the Philips laser diode

were soldered to the appropriate lead in the Newport 700 laser mount and protected

(insulated) with shrink wrap. The Philips laser diode was clamped in solid physical

contact inside the Newport 700 with a mounting plate that had a circular opening,

allowing the laser diode to fit through, but not the mounting flange that encircles the

laser diode; this assembly was held in place by two screws. Additional thin aluminum

spacers (Hat washers that were fractions of a millimeter in thickness) were milled to

take up additional space that might remain between this mounting Hange on the laser

diode and mounting plate to make sure the laser diode was held firmly in place, both

to maximize heat conduction and stability of the direction of propagation of the laser

beam. The Hange of the laser diode was held in contact with a block of aluminum (ca.

4 inch x 4 inch x 1 inch) that had its temperature controlled (stabilized) by a single

12.5 Watt thermoelectric module held in place with heat transfer grease. (The

aluminum block had a small circular hole about 6 mm in diameter along the short 1

inch axis near the center of the face formed by the 4 inch sides to allow for electrical

connections to the laser diode.) A precision 10 kr2 thermistor was bonded with a

thermal epoxy to the inside of a hole milled in this block of aluminum and provided

the feedback signal for stabilizing the temperature of the block, and thus the laser

diode. The Newport 325 was electrically connected to the 10 kr2 thermistor and the

thermoelectric module, which performs the feedback operation and provides power for

operation of the thermoelectric module. The temperature of the aluminum block (and

thus the laser diode housing) was set by manually setting the thermistor resistance (ca.

12.4 kG) on the Newport 325 temperature controller. The temperature calibration data

provided by the manufacturer (Newport) for this particular laser mount (Newport 700)

indicates that the temperature was stabilized at roughly one to two degrees Kelvin

above the ambient room temperature.
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It has been reported [Xu] that the Philips CQL806/30 laser diode temperature

tuning rate was about 0.125 nm per K. When adjusting (typically the sensitivity and

phase settings) of the lock-in amplifiers it was possible to set this laser diode system to

the appropriate wavelength to sit on any of the spectral features of diatomic iodine and

watch over the course of several minutes. During this time interval, one phase of the

wavelength-modulated absorption signal would at first be present near its maximum

signal level for a few seconds and then gradually disappear over the course of several

more seconds. A few seconds later the opposite phase of the wavelength-modulated

absorption signal would begin to appear and several seconds later reach a maximum

signal level, which will remain for several more seconds and then gradually disappear.

If it is assumed that this represents a frequency stability of about 1000 MHz (for an

observation time interval of several minutes) then the corresponding temperature

stability of the Philips laser diode at a fixed wavelength of 675 nm was on the order of

(0.00152 nm) -;- (0.125 nm I K) := 12 mK (over a time interval of about one minute),

which agrees well with the manufacturer specifications of the Newport 325

temperature controller.

While it was possible to collect feedback data from the 10 k£1 thermistor in the

Newport 700 laser mount through the Newport 325 temperature controller during

operation of the laser, no such efforts were undertaken.

The laser beam was originally collimated using an uncoated lens (or at least

not optimized for antireflection at 675 nm) encased in a threaded mount that screwed

into the front plate of the Newport 700 laser mount. A few additional aluminum

spacer plates were milled that had a thickness of about two to three millimeters and fit

between the main body of the Newport 700 laser mount and the portion that holds the

collimating lens, all of which was held in place by four screws. The use of these

spacer plates allowed for more flexibility in combinations of collimating lenses and

laser diodes that could be used and in general allowed for more precise control of the

distance between the collimating lens and the laser diode. The collimated laser beam

was then split into three roughly equal portions using two partially reflecting dielectric



86

coated mirrors as beam splitters (Figure 3.1). The power of the collimated laser beam

on each of the three paths was measured to be relatively low, in the range of one to

five mW, and the beam was estimated to be 5 mm in diameter. One portion of the

laser beam was sent through an evacuated reference gas cell (labeled RC in Figure 3.1)

containing a few mg of solid diatomic iodine that sublimed to a partial pressure in the

gas phase appropriate for high-resolution spectroscopic investigations (ca. 0.18 torr at

298 K) [Tellinghuisen]. Another portion of the laser beam was sent through an

evacuated sample gas cell (labeled SC in Figure 3.1) that also contained a few mg of

solid diatomic iodine and was subsequently filled with a buffer gas in the pressure

range of 0 to 100 torr. All reference gas cell spectra were recorded at ambient room

temperature (292 ± 1 K). Most sample gas cell spectra were also recorded at this same

ambient temperature. However, several experiments recorded spectra of the sample

gas cell at two elevated temperatures of 75°C (348 ± 5 K) and 115°C (388 ± 5 K).

The final portion of the laser beam was sent through a plane-parallel Fabry­

Perot interferometer (labeled "etalon" in Figure 3.1). The etalon was composed of two

(relatively) high quality, 2 inch, flat mirrors attached to precision mounts. The

precision mounts were secured with screws to the top surface of a separate 1 foot by 1

foot aluminum optical bread board that had four small rubber feet on the bottom

surface in adjacent corners to provide cushioned (i.e. vibration damping) support.

This optical bread board was in free-standing contact with the optical table. The

etalon was at room temperature and open to the room. The inner faces of the etalon

mirrors were separated from each other by about 10 inches. It was later determined by

comparison with known absolute wave number values of several diatomic iodine

features [Luc 1 and 2] that the plane-parallel Fabry-Perot interferometer [Yariv] had a

free spectral range of about 642 ± 2 MHz when used with the Philips laser diode

system. (Calibration of the free spectral range of the etalon is described in more detail

in Chapter IV and Sub-Section 4.6.2.)

Detection of the laser beam intensity at the end of any of the three laser beam

paths was done using a variety of silicon-based electronic photodiode detectors. Some
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of the sample gas cell spectra recorded with this configuration of the spectrometer

used only one channel of a New Focus Nirvana auto-balancing photo receiver. (The

Nirvana detector was not being used in auto-balancing mode at this time.) Whcn

using the New Focus Nirvana detector on the sample gas cell beam path, a ThorLabs

110 Volt (wall plug) powered silicon detector was used on the reference gas cell beam

path and the etalon channel was blocked, as it reflected too much light back into the

laser diode cavity, causing at the very least larger intensity fluctuations of the laser

beam on a time scale much shorter than the time interval required to collect a single

point of the spectrum. Some of the later experiments using an off-axis parabolic

reflector to collimate the laser beam were recorded using two battery powered

ThorLabs DETII 0 silicon detectors on both the sample and reference gas cell beam

paths and still without the etalon being used. The ThorLabs DETll 0 detectors were

terminated with 8 k£1 external load resistors placed in parallel on each of the output

signals as specified by the manufacturer for relatively slow operation and maximum

sensitivity. Most of these later experiments that used the off-axis parabolic reflector to

collimate the laser beam also made use ofthe etalon on the third beam path. The

detectors being used were the two ThorLabs DETII 0 and a ThorLabs 110 Volt (wall

plug) powered silicon detectors. The ThorLabs DET11 0 detectors were mostly used

on the sample and reference gas cell beam paths, but this was not the case in all

recorded (and analyzed) spectra. The results obtained for the spectrometer

configurations described above did not appear to depend critically on the detector

being used.

The output from each photo-detector was connected to the input of a lock-in

amplifier (see Figure 3.1). As mentioned above, lock-in detection at the first harmonic

of a wavelength-modulated absorption signal has the appearance ofthe first derivative

of the corresponding direct absorption spectrum. Stanford Research SR850, SR530,

and SR51 0 lock-in amplifiers were used with the Philips laser diode system

interchangeably on all the beam paths with no noticeable difference in the quality of

spectra obtained. The reference frequency for lock-in detection came from the same



88

signal generator that was used to generate the modulation voltage; an alternative

output from the signal generator was used, one that provided a considerably larger

voltage than that going to the summing amplifier. Typical sensitivity settings on the

lock-in amplifiers were in the range of 0.5 to 10 mY. The phases of the lock-in

amplifiers were optimized by tuning the laser diode to sit near the peak of a first

derivative lobe of a diatomic iodine feature or etalon fringe, adjusting the phase until

the output signal was set to zero, and finally rotating (or shifting) the phase by 90

degrees.

A single scan using the Philips laser diode system required anywhere from

about 25 to 200 seconds. The time interval spent collecting a single data point was at

least three times longer than the time constant of the lock-in amplifier. For a 25

second scan of the spectral region using the 12-bit resolution PCI-1200 multifunction

card there were 4096 data points, which means that about 6 msec were spent at each

data point so that the time constant was set to 2 msec or shorter. As long as an

appropriate time constant was chosen the recorded line shapes did not appear to

depend critically on the modulation frequency. (However, a recorded line shape is

expected to depend critically on the modulation depth, which will be explored further

in Sub-Section 3.2.4 and Section 5.6.)

In addition to the bandwidth narrowing technique of using a lock-in amplifier

as a means of decreasing the noise levels in recorded spectra, it was also possible to

reduce the lifnoise and thereby increase the signal-to-noise ratio (SIN) by increasing

the modulation frequency [Horowitz 1]. However, the lock-in amplifiers impose an

upper limit of about 100 kHz on the modulation frequency that can be used with the

Philips laser diode system. A 25 second scan with a 2 microsecond time constant

would require a modulation frequency of at least 5 kHz to achieve the desired goal of

at least ten modulations per time constant. The experiments using the Fabry-Perot

laser diode system that were directly under my control (beginning in about the fall

term of 2004) were conducted with 25 second scans at a modulation frequency of

roughly 90 kHz, just under the modulation frequency upper limit of 100 kHz of the
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lock-in amplifiers used in these experiments. The front panel connection of the

Newport 505 laser diode can accept modulation frequencies up to a rate of about 500

kHz. (Larger modulation frequencies can be achieved with the use of a bias-T, but

such an approach would also require lock-in amplifiers designed to work at these

larger frequencies; other issues would also have to be addressed, such as the possible

generation of sidebands in the radiation field and the state-changing rate of the

chromophore relative to the modulation frequency of the radiation field.)

Several wavelength-modulated linear absorption spectra were sequentially

collected at each pressure of a given buffer gas by continuously tuning the laser diode

back and forth from high to low wave number, low to high wave number, and so on.

This process was aided and made highly automated by data collection algorithms

supplied with the Wavemetrics software. The recorded spectra were later separated

into single spectral scans and sorted according to the direction in wave number of the

laser scan across the spectral region with custom (in-house) developed algorithms.

(See Figures 4.1 and 4.2 for images of a typical raw (i.e. un-calibrated) spectrum

recorded by the Philips CQL806/30 laser diode system.)

Before using the Philips laser diode system it was first necessary to establish

conditions of temperature and injection current that produce single-mode laser

radiation from this light source. This was done initially using a 0.75 m Czerny-Turner

(grating) monochromator (Spex 1200) configured as a spectrograph by attaching a

charge-coupled device (CCD) detector containing 700 pixels in a linear array with a

pixel size of 0.01 mm at the focal plane. (The absolute wave number of the 0.75 m

spectrometer was calibrated with the lines from a Fe-Ne hollow cathode lamp.) The

dispersion of the Spex 1200 spectrometer (due to the reflection grating) was 1 nm of

input radiation wavelength per mm in the output focal plane, which corresponds to a

spectral recording range of(O.Olmm I pixel) x (1 nm I mm) x (700 pixel) = 7 nm. The

grating was of sufficiently high quality that the CCD detector was the limiting factor

in resolving power of this spectrograph. The resolution of the spectrograph was taken

as 7 nm -;- 700 pixel = 0.01 nm of input radiation, which corresponds to a resolution of
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roughly 152 cm- 1 -;.-700 pixel ~ 0.2 cm-1 in the vicinity of675 nm. Since it is

common for Fabry-Perot laser diode modes to be separated by about 2 cm- I (or more),

this spectrograph possessed adequate resolution and covered a large enough spectral

region in a single shot to distinguish between single-mode and multi-mode operation

of the Philips laser diode. After setting the temperature of the Philips laser diode to

just slightly above room temperature several spectrograph spectra were recorded at

different values of the injection current, which allowed for identification of the

appropriate current range that offered single-mode laser output.

The above steps also helped establish the beginning and ending wave number

values of the single-mode scan range to a precision of about 0.2 cm-I. The absolute

wave number range was later rechecked with a wavelength meter, (TQ8325

wavelength meter from Advantest) to an accuracy of about 0.05 cm-I. These

measurements and visual inspection of fringe spectra indicate that the radiation

produced by the Philips laser diode was single-mode perhaps to better than 99% across

the spectral region of 14,817.95-14,819.45 cm- I
. Furthermore, since the tuning ramp

voltage changed linearly with data point number, investigation of the fringe spacing as

a function of data point number of the fringe peaks revealed that this laser diode

scanned nearly linearly with changing injection current. (The linearity of laser scans

is explored further in the Chapter IV.) The Philips laser diode system spectrometer

was used for about five years and proved to be quite reliable; the spectra obtained

during this time were highly reproducible with relatively small and infrequent changes

to the front panel settings being necessary.

3.2.2 Collimation with an Off-Axis Parabolic Reflector

A later configuration using the Philips CQL806/30 laser diode removed the

collimating lens from the Newport 700 laser diode mount and instead used an
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externally placed off-axis parabolic reflector to collimate the laser beam (Figure 3.2).

The off-axis parabolic reflector was a specially milled piece of aluminum that was

mounted so that x-y-z control of spatial orientation (relative to the laser beam) using

good quality screw-driven translation stages was readily achieved and designed

specifically for this purpose in a laser diode spectrometer that operates in the far-IR.

The front plate of the Newport 700 was left in place in an effort to maintain good

temperature control of the laser diode. Collimation with the off-axis parabolic

reflector helped to further reduce the reflection of laser light back into the laser cavity,

so as to mitigate the effects of an unwanted optical feedback, which resulted in a

significantly quieter laser output and a larger signal-to-noise ratio (SIN) in the

acquired spectra as compared to the earlier method that used a collimating lens

encased in a threaded mount that screws into the front plate of the Newport 700 laser

mount. A quieter laser output refers to an increased SIN' as measured by a photodiode

detector, which does not distinguish between amplitude and wavelength stability. In

the spectrometer that did not use a parabolic mirror to collimate the laser beam, this

noise increased substantially when scanning over a diatomic iodine transition line

shape (as compared to an off-resonance wavelength).

This configuration of the spectrometer using an off-axis parabolic reflector

with the Philips laser diode was able to surpass the 12-bit analog-to-digital conversion

capability of the PCI-1200 multifunction card, which can be expressed as a maximum

digital resolution of 1 part in 4096. The analog signal provided by a photodiode

\vould surpass the 12 bit- resolution when processed through a lock-in amplifier with

the time-constant set to approximately 1 second. Such an optimization would require

a single spectrum scan time-interval of (3 sec I data point) x (4096 data points I scan)

~ 205 minutes. Instead of investing a considerable amount of time in acquiring far

fewer optimized spectra, a balance between signal-to-noise ratio (SIN) and speed of

data collection was sought. The balance chosen set the lock-in amplifier time constant

to a range that gave a SIN of about 400, or about 10% of the possible maximum value.
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The use of an off-axis parabolic reflector for collimating a light source is a

common method in the far-IR and mid-IR, where refractive optics are generally not as

convenient or effective as reflective optics for manipulating and directing

electromagnetic radiation.

Diode
Laser

Figure 3.2 Schematic of the off-axis parabolic reflector used to collimate a divergent
laser diode beam. An iris for selecting a portion of the collimated beam is depicted in
the upper right portion of this figure; its diameter was set to ca. 5 mm.

The power of the laser beam on each beam path using the off-axis parabolic

reflector for collimation of the laser beam (as seen by the 3.6 mm x 3.6 mm square

active area of the ThorLabs DET110 detectors) was conservatively estimated to be

about 250 times less than when using the collimating lens encased in a threaded mount.

The reason for this reduction in laser beam intensity was that the focusing properties

of the off-axis parabolic reflector require it to be placed about 4 cm away from the

laser diode output, while the collimating lens encased in a threaded mount was

expected to be about 2.5 mm away from the laser diode, so that in the former case the

laser beam has diverged to a considerably larger diameter, about 16 times that of the

latter. (This is based on the assumption of uniform beam intensity across the entire
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collimated beam, while a more accurate analysis would use a Gaussian profile. And

since the approximately 5 mm opening of the pick-off iris was not carefully aligned

with the center oftbe collimated beam the reduction factor might reasonably be

expected to be greater than 250.) The total output power of the Philips laser diode

when operated at 25°C was specified by the manufacturer to be about 15 and 20 mW

for injection currents of 50 and 60 mA, respectively. If the total laser beam power

available for this configuration of the spectrometer was reduced by a factor of 250,

then somewhere between 60 and 80 ~W was divided into roughly equal portions for

the three beam paths of this spectrometer. (Since the energy per photon at 675 nm is

roughly 2.94 x 10-19 J, a beam path power of20 ~lW amounts to about 68 trillion

photons per second.)

3.2.3 New Focus 6202 External Cavity Laser Diode System

The last few experiments conducted explored a wider range of rotational states

of diatomic iodine using a New Focus 6202 external cavity laser diode, which has a

linearly polarized single-mode laser output tuning range from 665.1 nm (15,035 cm-I)

to 676.1 nm (14,791 cm- I
). The total (un-split) output power emitted by this light

source during these experiments was set to about 1 mW. The internally referenced

absorption spectrometer built around this light source was similar to what is depicted

in Figure 3.1 with some differences that will now be described. A second personal

computer was used (Apple personal computer; late G3 processor using Mac OS X

operating system) to set various parameters of this laser system, most particularly the

start \vavelength (for the first scan only of a given scan region during continuous

operation of the laser), with GPIB commands sent and received using a National

Instruments GPIB board that was installed internally in this personal computer,

National Instruments software to operate this board, Igor 5.0 as a software platform
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for communicating with the laser diode system, and NIDAQ Tools as an interface

between the Igor 5.0 command code and the GPIB board. The connection between the

GPIB board in the Apple personal computer (configured as a serial port) and the back

panel of the New Focus laser control electronics box was achieved with a set of

electrical wires bundled into a cable and terminated in the RS-232 standard. (It was

not possible to set the start wavelength with sufficient accuracy using the front panel

controls for the New Focus laser diode system, and so this was accomplished by

patiently tweaking (i.e. adjusting) the laser controls until a suitable starting wavelength

was achieved. The start wavelength only had to be set once for a given period of data

collection; the laser diode would reliably return to the same start wavelength on each

cycle of the laser scan that was software controlled through the sequentially repeated

application ofthe voltage ramp.) The etalon was on the more weakly reflected beam

path created by the first split in the laser beam using an optically flat glass round (1

inch in diameter). i\ second weakly reflected split of the laser beam (several

centimeters downstream of the first split) using another flat glass round created

another beam path for a fiber-optic connection to the wavelength meter (TQ8325

wavelength meter from Advantest). The next split created a beam path for the sample

gas cell using a dielectrically coated mirror as a beam splitter. (Since the Nirvana

detector was on this beam path a second split of roughly equal intensities was created

with a carefully adjusted mirror creating the two beams required to operate this

detector in auto-balanced mode.) The reference gas cell was on the last beam path

formed by the remaining transmitted beam. This beam path used a battery-operated

DET 11 0 silicon detector with an 8 kn termination resistor placed paral1el to the output

signal.

This laser was exceedingly sensitive to scattered laser light reflecting back into

the external cavity, so much so that a good quality optical isolator (Optics for

Research model number IO-5-VIR adjustable faraday rotator, optimized for 633 nm)

was necessary to isolate the laser diode from the rest of the spectrometer. (There was

not sufficient time to attempt using the off-axis parabolic reflector with the New Focus
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laser system.) This laser diode system allowed for high resolution fine-tuning in

segments of up to about 2.5 cm-1 anywhere in the above stated single-mode scan

region by the use of a piezoelectric element that micro-controls the position of the

cavity end-mirror (a.k.a. tuning mirror). A change in position of this highly reflective

end-mirror relative to a critical pivot-point changes the length of the external cavity in

such a manner that the number of waves in the cavity remains constant, which in turn

results in single-mode tuning of the wavelength of this laser diode system. Based on

the manufacturer recommendation, tuning was done in only one direction, from

shorter to longer wavelength. The wavelength meter was used to measure the

beginning and ending wavelengths of a given spectral region before any spectra were

recorded. After establishing the correct start wavelength using GPIB command from

the second computer and readings from the wavelength meter, the Igor software was

again used to continuously tune the piezoelectric element, so that the New Focus laser

diode wavelength was repeatedly swept from high to low wave number at 12-bit

resolution across a spectral region of interest through repeated application of a

computer-controlled tuning ramp.

Due to the previously mentioned sensitivity of this laser to back-scattered laser

light, the fiber optic coupling optics to the wavelength meter were covered with a

black felt-like cloth while spectra were being recorded. Three spectral regions were

studied in the presence of one buffer gas (argon) with this laser system. The region

covered by the Philips laser diode was a subset of the first spectral region recorded

with the New Focus (14,817.97 to 14,820.08 cm- I
), which made it possible to

compare the two laser diode systems. Also, spectra of a wider range of rotational

states of diatomic iodine were recorded in the region from 14,946.17 to 14,950.29

cm- I with two overlapping spectral scan regions. The two overlapping scan regions

were (in the direction of the scans from high to low wave number) roughly 14,948.43

to 14,946.17 cm- I and 14,950.29 to 14,948.08 cm- 1
•

The New Focus external cavity laser diode was repeatedly tuned (through

software control) across a given spectral region with its wavelength-modulated in
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much the same way as the Philips laser diode. (See Appendix A for details on changes

made to the inverting summing amplifier circuit that was used with the New Focus

laser diode system.) The 12- bit PCI-multifunction board analog output of 4096 steps

resulted in a step size between data points of approximately (2.2 cm- I
-;- 4096 steps) x

(30,000 MHz / cm-1
) ~ 16 MHz. Measurements of the voltage change seen by the

laser during a scan of the spectral region and the peak-to-peak voltage for the sine

wave modulation voltage indicated that the modulation depth was about (0.01 V -;-

5.24 V) x 2.35 cm-1
~ 0.0045 cm-1

~ 134 MHz.

The New Focus external cavity laser diode system, however, has an additional

restriction (as compared to the Philips laser diode system) that the piezoelectric tuning

element was specified to reduce its amplitude of motion by 3 dB at modulation

frequency of about 2 kHz. In order to achieve a compromise between this limitation

and the reduction of l/l(flicker) noise, the modulation frequency was set to about 2

kHz. Taking as a first approximation that the change in cavity length was linear in the

change in voltage applied to the piezoelectric tuning element, using a wavelength

modulation frequency at the 3 dB point of the piezoelectric tuning element requires a

revision of the modulation depth to roughly 134 -;- 10°.3 = 95 MHz.

A single scan across the spectral region was set to about 256 seconds (ca.

0.0625 seconds per data point for a 12-bit tuning ramp). The lock-in time constant

was set to 0.01 sec. The lock-in amplifier settings gave roughly six time constants per

data point and 20 modulations per time constant. Three lock-in amplifiers (EG&G

model number 5104) were used with this laser system.

It is also worth noting that the same Fabry-Perot etalon was used with this

spectrometer except that the mirrors were positioned slightly further apart, resulting in

a measured free spectral range ofroughly 578 ± 2 MHz; see also Chapter IV.

Compared to the layout used with the Philips laser system, the length of the beam path

from the laser diode to the etalon was nearly doubled (to about five meters) to help

further reduce backscatter oflaser radiation towards the external cavity ofthe New
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Focus laser diode. Also, the intensity on this beam path was reduced by about three

orders of magnitude (using an appropriate combination of square shaped colored glass

filters and a single short wavelength cut-off filter with its edge near 1000 nm) so that it

is compatible with the range of the silicon-based New Focus Femtowatt detector that

was used on this beam path. And finally, the etalon was enclosed in an enclosure that

sat freely on the optical table supported by the sides. This cabinet had two small holes

(ca. 1 inch in diameter) on opposite sides for entrance and exit of the laser beam. The

etalon was covered with a cabinet in this manner to minimize the effects of air currents

on the etalon signal.

The specifications provided with the New Focus external cavity laser diode

state that the laser diode is temperature stabilized to 1 mK and the surrounding

environment in the laser head (an enclosed mounting cabinet similar in function to the

Newport 700 laser diode mount in the Philips laser system) is stabilized to 10 mK.

This is done with two (Peltier) thermoelectric units; one was dedicated to the laser

diode and the other to the overall temperature in the laser head. The stabilization of

temperature inside the New Focus laser head to 10 mK agrees well with the (above)

estimate of temperature stabilization inside the Newport 700 laser mount using a

single thermoelectric unit in the Philips laser diode system.

See Figures 4.5 and 4.6 for images of a typical raw (i.e. un-calibrated)

spectrum recorded by the New Focus 6202 external cavity laser diode system.

3.2.4 Signal-to-Noise Ratios, Modulation Depths, and Laser Line Widths

Reliable specifications of the line width or line shape of the Philips laser diode

were not readily located, and a rigorous attempt to measure this quantity was not

undertaken. However, the New Focus external cavity laser diode system was

specified by the manufacturer to have a laser line width of about 5 MHz. Signal-to­

noise ratio (SIN) and etalon finesse are used below in two different approaches to
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determining a semi-quantitative value of the line width for the Philips laser diode

system. The importance of knowing the laser line width lies in the fact that

subsequent analysis of the molecular line shape does not account for the laser line

shape, \\hich is expected to be a reasonable approximation when the laser line width is

considerably narrower than the molecular line widths.

A measure of the signal-to-noise (SIN) ratio of diatomic iodine transitions can

be made by comparing the maximum total signal deflection (peak-to-peak) for a single

diatomic iodine feature to the standard deviation of the measured signal for a

continuous segment with two hundred off-resonance (baseline) data points (between

and unaffected by molecular lines), which will be taken as the noise level. The

measure of noise obtained in this manner is expected to be predominantly related to

the amplitude jitter (random fluctuations) of the laser intensity. (It can perhaps be

anticipated that the on-resonance noise will always be larger than the off-resonance

noise to due a contribution from the uncertainty in wavelength; such considerations

were not explored further in this project.)

Signal-to-noise (SIN) ratios for three configurations of the internally

referenced absorption spectrometer are listed in Table 3.1. These results are based on

a simple analysis of the signal from only one line (Feature E; see Table 4.5) and the

standard deviation (noise) of slightly less than 200 nearby baseline data points

(between features E and F; see Table 4.5) of a single typical spectrum recorded with

each configuration of the internally referenced absorption spectrometer.

It is tempting to speculate on the nature of the increase in modulation depth

(from about 21 MHz to 95 MHz) required when switching from the wider line width

of the Philips laser system to the narrow line width of the New Focus laser system

(manufacturer specified to be ca. 5 MHz) in order to obtain comparable SIN ratios

between the two laser systems. Developing a simple model based on linear

proportions is done by considering the case that the two laser systems produce spectra

of comparable SIN ratios, which is the situation for the second and third

configurations listed in Table 3.1. In the limit that the full width at half maximum
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(FWHM) of the incident laser line shape goes to zero, the base population in the

absorption medium capable ofresonant interaction with this radiation source tends to

zero, and thus the amplitude of the observed signal also tends to zero. If we assume

there exists a linear relationship between the base populations available for resonant

interaction at a particular frequency for each laser system and the observed signal,

then a quick estimate of the effective line width (FWHM) of the Philips laser diode

necessary to give roughly the same SIN ratio (and thus the same signal levels) can be

made: (95 MHz -7- 21 MHz) x 5 MHz == 23 MHz. (Implicit in this approximation is

the equivalence of noise signatures for the two spectrometers.)

Table 3.1 Signal-to-noise (SIN) ratios for three configurations of the
internally referenced absorption spectrometer. The three configurations
are classified by laser system and the method used to collimate the laser
beam. The largest SIN ratio was obtained using the Nirvana auto­
balanced detector.

SIN ratio

Laser System Collimation Reference Sample

Philips Lens 82 75

Philips parabolic reflector 370 420

New Focus lens and isolator 210 570

A second approach to providing qualitative evidence that the line width of the

Philips laser diode was considerably narrower than the ro-vibronic transitions of

diatomic iodine being investigated (ca. FWHM of 600 MHz) involves comparison of

the apparent finesse (free spectral range -;- FWHM of the fringe width) of the etalon for

both laser diode systems (for the second and third configuration listed in Table 3.1).

Typical etalon fringe shapes for these two laser systems are shown in Figures 4.2 and

4.6.
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The shape of the fringes for three etalon spectra were analyzed using a

Gaussian line shape model to determine the location and width of each fringe peak (in

data point number units). Two fringe spectra with about 70 fringes in each spectrum

were analyzed for the Philips laser diode system; one spectrum for each scan direction

(low-to-high and high-to-low wave number). A single fringe spectrum that contained

III fringes was analyzed across the entire scan region of the New Focus external

cavity laser diode system that overlapped with the region scanned by the Philips laser

diode system. The Gaussian line shape model gave a residual (the observed minus

calculated etalon signal) that was somewhat larger than desired for a rigorous line

shape analysis; the ratio of the standard deviation of the fit residual to the fringe

. amplitude (used as a measure of the relative discrepancy between the model and

observed line shape) was about 2%. (A more rigorous analysis of the line shape of the

etalon fringes would involve a model that convolves a laser line shape with the etalon

line shape.) Nonetheless, the analysis of the fringe spectra indicate that the apparent

finesse of the etalon fringes when using the Philips laser diode was about 4.0 ± 0.6

with a free spectral range of 642 ± 1.8 MHz; the New Focus external cavity laser

diode system finesse was about 11.8 ± 0.3 with a free spectral range of 579 ± 1.5 MHz.

(A bit more detail on the etalon fringe widths can be found in Section 4.4 and

calculation of the free spectral range ofthe etalon during wave number calibration of a

spectrum is described in more detail in Section 4.6.)

The width (FWHM) ofthe fringes obtained when using the New Focus

external cavity laser diode system are given by the free spectral range -:- finesse = 579

-:- 11.8 = 49 ± 1.3 MHz which is about an order of magnitude larger the specified

width of the laser line (ca. 5 MHz). For the Philips laser diode system, this width was

642 -:- 4.0 = 1.6 x 102 ± 24 MHz. (Uncertainty in the fringe width has been included in

these last two calculations using the usual uncorrelated parameter propagation of error

method; see also Section 1.6.) While it is not a trivial task to predict the relative

contribution of the laser line width and the etalon to the observed fringe width, these
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results at least qualitatively indicate that the external cavity New Focus laser diode

line width was considerably narrower than the Philips free-running laser diode,

perhaps by a factor of three or four, as suggested by the changes in etalon line shape

and the ratio of the modulation depths. (See also Section 4.4)

3.3 Reference and Sample Gas Cells

The focus of this section is on the gas cells used to hold a solid sample of

diatomic iodine, its sublimed vapor phase component, and buffer gases in the range of

about 0 to 150 torr isolated (at a constant volume) from the rest of the universe with

regard to exchange of matter. These gas cells are also equipped with windows at

either end that easily allow a collimated (5 mm diameter) beam of relatively

monochromatic optical wavelength light to pass directly through them. After passage

through an empty and evacuated gas cell small and reproducible changes in the

intensity of the detected laser beam were readily discerned. (This of course points out

the usefulness in using an auto-balanced detection scheme to help remove some or all

of the consistently reproducible wiggles in the spectrum that arise from imperfections

in the optics.)

One of the most pressing concerns that arises in these high-resolution

spectroscopy experiments that analyzes the shape of molecular lines are the induced

changes in the chromophore line shape due to small, relatively smooth undulations in

the baseline. This type of reproducible "noise" is often due to etalon effects e.g. in the

gas cell windows. However, there are other thin parallel-face optical components in

these experiments besides the gas cell windows that will internally reflect some

portion of light and are thus capable of setting up etalons. Of particular concern and

unchecked are what appear to be thin glass or plastic covers in front of the active

element of the silicon photo-detectors, especially since they are perpendicular to the

laser beam, such that a relatively slowly varying and low contrast etalon signal might
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be readily created when tuning the laser. Ifthe (digitally recorded) baseline artifacts

are sufficiently apparent, smooth, and slowly varying it is perhaps possible to reduce

their effects in the digitally recorded spectra with the use of computer software (such

as Igor 5.0; see also Figure 4.10). We did not attempt to do this on any ofthe spectra

analyzed in this project and it proved to be non-trivial when attempting to do so in the

acetylene project with spectra obtained using a multi-pass White cell [Hardwick 3].

(However, the line shape fitting algorithm did account for the typically observed

constant baseline slope in linear absorption spectra that are not wavelength modulated.)

3.3.1 Design and Construction of Gas Cells

The reference and sample gas cells were constructed of BK7 glass, mostly

cylindrical in shape, approximately 1 m long by one inch in diameter, and had a single

good quality high vacuum I-arm polytetrafluoroethylene (PTFE) valve with glass plug

(body) and Viton o-ring (e.g. Chemglass model number CG-982). Three gas cells

were fitted with windows at Brewster's angle [Born; Resnick]; of course, such

considerations only make sense when using linearly polarized light, as is the case in

this project). A fourth gas cell used wedge windows with a 3° angle mounted nearly

perpendicular to the laser beam path. All windows were attached using a silicone

adhesive (DuPont aquarium sealant). Each gas cell had different quality windows

listed in order from most expensive to least expensive: a) water purged quartz

mounted at Brewster's angle (most expensive); b) Edmond Scientific BK7

spectroscopic quality 1 inch round mounted on a thinner diameter glass cell at the

Brewster angle to the laser beam; c) ThorLabs BK7 spectroscopic quality (3° angle)

wedged 1 inch round; d) what might be thought of as having relatively low-grade

optical properties, quality microscope cover slides (least expensive). There were no

obviously noticeable or remarkable differences in the relative quality of the recorded
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spectra for the different windows. The gas cell with the 3a angle wedged windows

was only used as the sample cell for the experiments at two elevated temperatures of

348 and 388 K. (Room temperature spectra were also recorded in the sample cell

during these elevated temperature experiments.)

3.3.2 Preparation and Handling of Gas Cells

The reference and sample cells were allowed to fill with room air by

unscrewing the PTFE high vacuum valve from the valve body. Also, diatomic iodine

was exposed to the same atmosphere upon opening the bottle. A small amount (ca. 5

mg) of solid diatomic iodine was placed in the gas cells using the tip of a spatula as a

transfer tool. After charging a given cell with diatomic iodine, the high vacuum valve

was screwed back into the valve body, the gas cell was connected to a vacuum-line

using ultra-torr connectors (and much of the time a relatively un-reactive plastic tube

of a few inches in length as a flexible bridge in the connection between the glass gas

cell and the glass vacuum-line), the gas cell was evacuated of buffer gas, the high

vacuum valve was closed, and the diatomic iodine was allowed to sublime back to its

partial pressure of about 0.18 torr. After waiting a few minutes for out-gassing of

contaminant gases from the glass surfaces on the interior of the gas cell and the solid

piece of diatomic iodine, the gas cell was again evacuated to zero pressure and closed.

Another few minutes were allowed to pass before the mostly evacuated gas cell was

pumped down to zero pressure for a third time. The two-stage, belt driven pump

provided a relatively fast pumping rate for the small combined volume of a gas cell

and glass vacuum-line. According to pressure measurements made with a

thermocouple gauge, the expression "zero pressure" amounts to about 50 mtorr. No

special procedures (e.g. flame drying) were employed to remove residual contaminant

gases that might be on the gas cell walls or to add the diatomic iodine using standard

vacuum line procedures that would have allowed for more complete purging of
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contaminant gases and/or complete handling under vacuum and/or inert and controlled

atmospheres.

The sample gas cell was then charged with a buffer gas through a closed

system comprised of a buffer gas cylinder, a sample gas cell, a vacuum line, and two

pieces of tubing to connect the gas cylinder and the gas cell to the vacuum line. The

sample gas cell was filled with the buffer gas to about 350 torr and evacuated to zero

pressure at least two times before an appropriate high pressure quantity (typically no

more than about 200 torr) was allowed into the gas cell, \vhich was then sealed-off by

the high vacuum valve. After a series of scans were made at a given pressure in the

sample gas cell, the pressure was reduced by allowing the gas in the sample cell to

expand into the larger volume of the sample gas cell plus the evacuated vacuum-line

(including a short flexible plastic hose connecting them). This was done by

reconnecting the sample gas cell to the vacuum-line, pumping down both the vacuum

line and the hose connecting the vacuum line to the high vacuum valve ofthe sample

gas cell down to zero pressure, and then closing off the vacuum line to the pump (to

create a closed system composed ofthe vacuum line, sample gas cell, and the hose

connecting them); the high vacuum valve on the sample gas cell was then opened until

the pressure reading was constant, and then closed. These pressure readings also

reveal that for a given set of pressure reductions the pressure reduction ratio (initial

pressure -;- reduced pressure) was roughly 1.75 ± 0.01 for initial pressures (in the

sample cell before performing a pressure reduction) above about 10 torr. The final

two pi'essure reductions that might be made for initial pressures below 10 torr would

see a sudden drop in the pressure reduction ratio to about 1.68 for the first reduction

past 10 torr and about 1.65 for the pressure reduction after that.

The gas cells were typically held securely in place on the optical table with

metal clamps wrapped in a softer material like cloth or rubber tubing to isolate the

metal clamp jaws from the glass gas cells. The metal clamps were attached to ca. 0.5

inch diameter metal posts that were securely anchored to the optical table. (Most of

the data recorded by an undergraduate student during the second historical period of
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data collection used free-standing gas cells on two laboratory-jacks, with the high

vacuum valve stems resting against the flat surface of the laboratory-jack offering

stability against rotation of the gas cells. The laboratory-jack stands were also

elevated to the appropriate height to allow the laser beam to pass though the gas cells

from cell window to cell window without touching any other portion of the cell.

There may have been some slight noise due to spurious motion of the gas cell in this

configuration, but no attempt was made to investigate its magnitude.)

After collecting several absorption spectra of diatomic iodine at a given

pressure of buffer gas the sample gas cell was carried from the table to the other side

of the laboratory where the vacuum line was located to reduce the pressure of buffer

gas in this gas cell. After reducing the pressure of the buffer gas an additional few

minutes were allowed to pass before collecting spectra at this reduced pressure of

buffer gas to allow the diatomic iodine to reach an equilibrium vapor pressure. This

process was typically repeated until reaching a low pressure of between three and five

torr, at which point the cell was evacuated of all buffer gases and a zero pressure

spectrum was recorded. (This last step ofrecording zero pressure spectra of the

sample gas cell was not done for two of the three spectral regions investigated with the

New Focus external cavity laser diode system; 14,817.95 - 14,819.45 cm- 1 and

14,946.17 -14,948.43 em-I.)

At each pressure of the buffer gas the lock-in amplifier on the sample gas cell

beam path was adjusted to optimize the strongest signal in the spectrum to use up as

much of the 12-bit dynamic range of the detection scale (i.e. ± 5 V) as possible, so that

it did not become the limiting factor in achieving the maximum possible signal-to­

noise ratio (SIN) attainable in these experiments. The optimization involved adjusting

both the phase and sensitivity settings on the lock-in amplifier.

The pressure of the vacuum line was monitored at the vacuum-line with an

absolute pressure measuring gauge (SenSym model number 19CO15PA4K from

Honeywell) that linearly scaled from zero to 760 torr on a zero to 100 mV scale. The

manufacturer stated accuracy of this pressure gauge was ± 0.2% of full scale, which
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amounts to an uncertainty in pressure of about 1.5 torr. The digital multi-meter

measurements of the pressure sensor were recorded at a resolution of 10 /lV.

Since the zero pressure reading obtained when completely evacuating the

vacuum line was guite reproducible for several weeks at a time it is reasonable to

assume the above error is dominated by systematic (as opposed to random) effects.

An estimate of the possible impact on the pressure broadening and pressure shift

coefficients can be readily made for the case that the pressure scale is systematically

expanded or contracted by 1.5 torr. The smallest and largest pressures of buffer gas

were typically around 5 and 80 torr, respectively. A rough estimate of the maximum

systematic error in the pressure broadening and pressure shift coefficients for this

range of pressures can then be estimated: 100 x 1. 5 -:- (80 - 5) =2% .

3.3.3 Heating the Sample Gas Cell

Spectra were recorded with the sample gas cell at maintained at a constant

elevated temperature (348 and 388 K, ± 5 K in both cases). The reference gas cell was

maintained at room temperature in all experiments.

The glass portion of the sample gas cell was wrapped first with a layer of

aluminum foil to within less than a centimeter of the wedge windows. An

approximately 1 inch by 8 feet strip of flexible cloth-covered heat tape was then

tightly wrapped around the long axis of the sample gas cell (on top of the aluminum

foil) in a tight helical pattern down the length of the gas cell, and terminating about 0.5

inch from each end (so as not to be in contact with the sealant connection between the

gas cell and the gas cell windows). Approximately 14 strips of three inch wide, six

inches in length, and relatively thin (ca. 1/2 inch thick when uncompressed) fiberglass

insulation. each one wrapped in aluminum foil. were wrapped on top of the heat tape

layer perpendicular to the long axis of the sample gas cell with slight overlap between
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successive wrappings, and secured to the sample gas cell by tying them off with two

pieces of string per strip of insulation. A final layer of hot-water pipe soft (pliable)

foam insulation of about 0.5 inch thickness and roughly 1.75 inch diameter was set in

place over this.

Both ends of the sample gas cell were surrounded by a hollow steel cylinder of

about 0.125 inch thickness, 3.5 inch inner diameter, and five inches in length that was

wrapped in 1 inch by 6 feet strip of heat tape. Layers of the three inch wide insulation

were also wrapped around these cylinders in a similar manner as was done on the

sample gas cell. These cylinders were spatially overlapped with the end of the gas cell

by about 3 inches and extended beyond the windows of the sample cell by about 3

inches (Figure 3.3).

i IVariac
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Figure 3.3 Schematic of experimental set-up used to heat the sample cell. The sample
gas cell and the hollow steel cylinders surrounding both ends of the gas cell are
wrapped in heat tape. The three strips of heating tape were electrically connected to
separate variacs (variable transformer), each with an alternating input voltage at 120 V
(wall outlet) and a maximum current handling capability of about 15 A.

The temperature of the sample gas cell was carefully monitored (two Fluke

model number 51 digital thermometers) using thermocouples encased in a small
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diameter (ca. 3/16 inch) metal tube that were placed at both ends of the sample gas cell;

these two thermocouples were placed as close as possible to the center of the heated

steel cylinders without obstructing the laser beam. Flexible thermocouples were

placed in direct contact with the sample gas cell wall at three locations; one

thermocouple was placed near the center and two more were placed about 15 cm from

each end of this gas cell.

After being added to the sample gas cell in the manner described above in Sub­

Section 3.3.2, the diatomic iodine was condensed down into the cold finger

(approximately 0.5 inch diameter and 2 inch depth) of the sample gas cell used in

these experiments. The cold finger was about 2.5 inches from one end of the cell and

sat directly below the high vacuum valve (as depicted in Figure 3.3). The cold finger

was submerged about 1.5 inches into an approximately 4 inch tall, 250 mL beaker

filled to near the top with room temperature water. An excess of solid diatomic iodine

condensed at the bottom of the cold finger. The beaker of water remained at room

temperature while the main body of the sample gas cell was maintained at one of the

two elevated temperatures.

Room temperature spectra of the gas sample cell (and reference gas cell) were

collected before and after elevated spectra were collected. It generally required about

30 to 45 minutes for the temperatures being measured on the sample gas cell to reach

equilibrium on both heating and cooling. A large fan \vas generally used to help

reduce the time interval required to cool the sample gas cell back to room temperature.

Since the sample gas cell was sealed off at the high vacuum valve while it was

at room temperature (RT), simple application of the ideal gas proportional relationship

PRT -:- TRT = PHT -:- Tm was used to compute the pressure in the sample gas cell while it

was maintained at a constant high temperature (HT). In addition to the roughly 2%

uncertainty in the pressure reading obtained from the pressure sensor on the vacuum­

line, an uncertainty in high and room temperatures of five and one Kelvin, respectively,

and a high temperature of 388 K will result in a relative uncertainty of the pressure (O'P

-:- PHT) in the high temperature sample gas cell of roughly 1.7%. This was computed
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using the error propagation model based on the assumption of uncorrelated parameters
described in Section 1.6; the uncertainty in the pressure at high temperature is given

by 0'1'.
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CHAPTER IV

ANALYSIS 1 - ASSIGNMENT AND CALIBRATION

4.1 Overview of Chapter IV

At the outset of this project, only one measurement of the line-center shift of

diatomic iodine as a function of foreign buffer gas pressure was found in the literature

[Fletcher]. Such measurements for diatomic iodine have been rare, which is relevant

to metrology [Borde 2]. In view of the lack of independent comparisons that can be

made with the pressure broadening and pressure shift parameters presented in this

dissertation, it became essential to characterize the limits of the experimental

techniques and of the equipment used [Hardwick 1J. A significant portion of this

chapter and the next one (Chapters IV and V) explores this characterization.

At the outset of this project, the beginning and end of a scan were determined

approximately using a monochromator. A more accurate wave number scale was

established by assigning the diatomic iodine absorption lines in the region, then fitting

the wave number of each line as a function of (tuning) ramp voltage (i.e. data point

number), from which the wave number scan was found to be approximately linear in

ramp voltage (or injection current). (Diatomic iodine refers to the homonuclear

molecule b, which is often colloquially referred to as iodine.) An even more accurate

wave number scale was established by recording interferometer fringes along with the

spectra. However, linear calibration of wave number (based on the wave number

position of two diatomic iodine features) is considered to be sufficiently accurate in

determining line width and line-center shifts (for different pressures of buffer gas in

the range of roughly zero to 100 torr). A consistent scanning range was maintained,
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especially in the case of the free-running laser diode system (Philips CQL806/30), by

monitoring the temperature and injection current.

Visual inspection of the fringe spectrum as a function of data point number

also served as evidence that the output from both laser diode systems were single­

mode across the spectral regions of interest; there were no apparent discontinuities or

irregularities attributable to multi-mode laser operation in the fringe spectrum.

Furthermore, analysis of fringe spectra as a function of data point number obtained

from both laser diode systems indicate that the fringe widths (FWHM) are relatively

constant and statistically well determined across the entire spectral region, which

implies that the laser line widths were relatively constant across the entire scan region.

In part, this chapter will describe the details and procedures involved in

assigning quantum numbers to the states involved in the observed diatomic iodine

transitions and in calibrating each spectrum such that a wave number is associated

with each data point.

4.2 Linearity of Philips Laser Diode System Scans

Figure 4.1 shows a typical low pressure (ca. 0.18 torr at 298 K) wavelength­

modulated absorption spectrum of the diatomic iodine reference gas cell and a

simultaneously collected wavelength-modulated transmission fringe spectrum of the

etalon obtained from scanning the Philips laser diode system across the region

14817.95 to 14819.45 cm- I
.

Figure 4.2 shows an expanded view of Figure 4.1 with the addition of a

numerically integrated etalon trace. It is difficult to discern from a visual inspection

the relative phase of the diatomic iodine and etalon channels; a more detailed analysis

indicates that the upper integrated trace is a transmission spectrum with the high

transmission at the high voltage extreme of the signal deflection. Integrating the first
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derivative diatomic iodine spectrum would also give such a transmission spectrum,

which in both cases is due to the choice of phase settings on the lock-in amplifiers.
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Figure 4.1 Wavelength-modulated spectrum of etalon fringes (upper trace) and
diatomic iodine at room temperature (lower trace) as a function of data point number
in the region 14,817.95 to 14,819.45 cm-1 obtained with the Philips laser diode
system. The laser was tuned from low to high wave number (up scan). The etalon
fringe trace has been offset along the signal axis by six volts for clarity. Diatomic
iodine feature labels are given by the letters A through 1. The gas cell contained pure
diatomic iodine at about 0.18 torr.

The extent of the linear relationship between wave number and point number

for a typical spectrum obtained with the Philips laser diode spectrometer can be

determined through linear regression analysis. The fringe spectrum for an "up scan"

(low-to-high wave number) and a "down scan" (high-to-low wave number) were
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analyzed for fringe peak data point number as a function of fringe number using a

polynomial model. The results for linear and quadratic fits are listed in Table 4.1.

400 600 800 1000

16

14

12

10

8

6

4

2

a

-2

-4

400 600

data point number

800 1000

Figure 4.2 Expansion of a portion of Figure 4.1 from data point numbers 235 to 1045
with the integrated etalon signal appended as the top trace, whose amplitude has been
altered and signal offset for clarity. The free spectral range of the etalon is 642 ±2
MHz (0.0214 ± 0.0001 em-I).

Figure 4.3 shows the residual (FPPNobserved - FPPNcalculated) plots for linear fits

of the fringe peak point number (FPPN) as a function of the fringe number (FN) for

one "up scan" (low-to-high wave number) and one "down scan" (high-to-low wave

number); it is apparent in this figure that a quadratic correction term is warranted. No
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further improvement was observed in the residual plot or in the standard deviation of

the residual value ((JFPPN) for fits to polynomials of higher order than quadratic.

Table 4.1 Linear and quadratic fit results for observed fringe peak data point number
(FPPN) as a function of fringe number (FN). The uncertainty (JFPPN is the standard
deviation of the residual values (FPPNobserved - FPPNcalculated) for the fringe peak
location in units of data point number. The "up scan" fringe spectrum contains 70
fringes and the "down scan" has 76 fringes across the approximately 1.4 em-I scan
region. The square of the correlation coefficient is r-squared.

FPPN= cxFN 2 + bxFN + a
Scan/Fit Model c b a (JFPPN r-squared

Up/Linear 53.274(57) 45.1(25) 8.9 0.999932
Up/Quadratic 0.0228(10) 51.511 (74) 411.8(11) 3.1
Down/Linear 53.78(12) 285.1(51) 23.5 0.99961

Down/Quadratic 0.0533(12) 49.598(89) 32.9(14) 4.3

Let's take a moment to define and briefly describe the r-squared value, which

is more accurately known as the square of the Pearson product moment correlation

coefficient, and can be interpreted as the propOliion of the variance in the dependent

variable (FPP1'/) attributable to the variance in the independent variable (FN).

Computation of this correlation coefficient is given by the formula:

2

2: (Xi - X)(Yi - Y)
i

(4.1)

Equation 4.1 contains the following pieces: x is the independent variable, y is the

dependent variable, a bar over these variables indicates arithmetic mean (average) and

the summations are performed over all data points (i). The correlation coefficient

values range from zero to one, with zero indicating perfect anti-correlation (or
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randomness) of the variances of the independent and dependent variables, and one

indicating perfect correlation of these variances; anti-correlation of the variances

suggests that a linear relationship does not exist between the dependent and

independent variables, while correlation of the variances suggests the opposite. The

variance is the square of the standard deviation.
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Figure 4.3 Residual plots of the linear fit of the observed fringe peak point number
(FPPN) as a function of fringe number (FN) for both an "up scan" (0) and a "down
scan" (+). The residual is the difference between observed and calculated fringe peak
point number (FPPNobs - FPPNcalc) in units of data point number.

The accuracy of a relative wave number calibration based on a quadratic

calibration curve for fringe peak data point number as a function of the associated

fringe number can be investigated with linear fits to the numerically computed first

derivative of fringe peak data point number with respect to fringe number

d(FPPN)/d(Fl\0. Figure 4.4 shows the results of this computation of the derivative

and the fit line. The uncertainty in the free spectral range of the etalon (C5d(FPPlv)ld(F/IfJ)

predicted by such a calibration procedure will be roughly 1.7 data point per fringe

(Table 4.2). For the spectrum in figure 4.1 the Philips laser diode system was tuned at
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about 10 MHz per data point so that the uncertainty in fringe position would be

roughly 17 MHz. The free spectral range of the etalon was later found to be 642 ± 2

MHz (0.0214 ± 0.0001 cm- I
) (see Sub-Section 4.6.2 of this chapter) so that the

relative accuracy of the calibration would be about 17 -;- 642 ~ 2.6 % throughout the

entire 1.4 cm- I scan region.

Table 4.2 Linear fit results for linear fit of first derivative of fringe peak point number
(FPPN) with respect to fringe number (FN) as a function of FN. The uncertainty
(Jd(FPP/'l)/d(FJ\~ is the standard deviation of the residuals, the set of which are computed
using residuali = (d(FPPN)/d(FN)observed - d(FPPN)/d(FN)calculated)i.

Scan/Fit Model
Up/Linear

Down/Linear

d(FPPN)/d(FN) = 2cxFN + b
2c b

0.0414(11) 51.92(44)
0.1177(85) 49.47(37)

(Jd(FPPIv)/d(FlI/)

1.8
1.6

r-squared
0.18
0.72

Figure 4.4 also shows that the distance between fringes (in point number space)

of the etalon slowly and monotonically increased across a scan of the laser regardless

of the scan direction. Assuming that the precision of the free spectral range of the

etalon far surpasses the detection capabilities of these experiments (see Sub-Section

4.6.2 of this chapter), this also implies that the mostly linear change in the laser tuning

rate (slope of best fit lines in figure 4.4)) are opposite in sign in wave number space

for the two possible scan directions; that is, a reproducible hysteresis affects the scan

of the laser diode.

The worst case discrepancy between the observed line positions in data point

number and the calculated values of a simulated spectrum in wave number units for a

linear calibration based on the diatomic iodine Features D and G is about 30 data

points. For a frequency step size of about 20 MHz per data point the linear wave

number calibration method gives an uncertainty in line position of about 600 MHz

(0.022 cm- I
). A relative error of30 data points between two diatomic iodine features
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separated by about 0.7 cm-I would amount to a discrepancy in relative line center

position between these two line of about 100 x (0.022 cm- J
-;- 0.7 em-I) ~ 3 %.
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Figure 4.4 Numerical first derivative of fringe peak data point number (FPPN) with
respect to fringe number (FN). The (solid) fit line is obtained from the linear
regression of the first derivative of }]JPNvs. FN. The coefficients and statistics of
this fit are listed in Table 4.2.

Developing a calibration method that takes into account the higher order

quadratic fit results can be expected to improve slightly the calibration results for the

Philips laser diode system. However, there will be a remaining uncertainty in fringe

position of roughly two data points. The handful of spectra obtained with the Philips
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laser diode spectrometer using a bipolar 12-bit tuning ramp (and thus a step size of

about 10 MHz) was statistically about the same as the 20 MHz step size (unipolar 12­

bit tuning ramp). That is to say, the resolution of this spectrometer is limited by either

the noise of the Newport 505 laser driver or the fine tuning capability of the Philips

laser diode.

In summary, the scan of the Philips laser diode system is linear enough to

allow assignment of diatomic iodine transitions, but the accuracy of the wave number

scale can be improved by including a quadratic term in the wave number calibration

procedure. Adding terms beyond quadratic will not improve the accuracy of the wave

number calibration. However, the goal of this project is to extract transition line

widths and line-center shifts as a function of buffer gas pressure, so that while a

simple linear contraction or expansion of the wave number scale would be of no

consequence, an unaccounted for quadratic term in the calibration could have

undesirable consequences on the accuracy of the pressure broadening and pressure

shift coefficients calculated from spectra using a linearly calibrated wave number scale.

Along with a concern about the consistency of the laser line width across the

spectral region being investigated with the Philips laser diode system, this concern

about the impact of wave number calibration on the pressure broadening and pressure

shift coefficients is one of the primary reasons that an effort was made to investigate

the etalon spectrum. The effect of neglecting the quadratic term can be expected to

depend on the spectral region in which it is located, increasing outward from the

central region of a scan. While it would be hoped that a straightforward evaluation of

these effects could be offered, we will see later in Chapter V that it is not such a

simple (or trivial) problem. There are other factors that perhaps obscure and mitigate

the effects of neglecting the quadratic calibration term. Among these factors is the

overlap of neighboring lines in the somewhat congested spectrum of diatomic iodine

(obscure) and the rather large nuclear quadrupole interactions (mitigate).
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4.3 Linearity of New Focus External Cavity Laser Diode System Scans

A typical low pressure (ca. 0.18 torr at 298 K) wavelength-modulated

absorption spectrum of the diatomic iodine reference gas cell and a simultaneously

collected wavelength-modulated transmission fringe spectrum of the etalon obtained

when using the New Focus external cavity laser diode system (to scan a region that

overlaps the same one mentioned in Section 4.1) is shown in Figure 4.5. All spectra

recorded with this laser system tuned the laser from high-to-low wave number.

Figure 4.6 shows an expanded view of Figure 4.5 with the addition of a

numerically integrated etalon trace. It is fairly obvious for this particular spectrum

that the diatomic iodine and etalon channels were maintained at opposite relative

phases so that the etalon trace appears as a transmission spectrum with high

transmission at low detector voltage [Horowitz 1].

A similar analysis of the nonlinear scan properties as a function of the linear

tuning ramp was also carried out for the New Focus external cavity laser diode system.

A fit of the fringe peak data point number vs. the fringe number is optimized for a fifth

order polynomial in the independent variable (see Figure 4.7) for a fringe spectrum

that contains 75 fringes covering the same spectral region as diatomic iodine Features

A through 1.

The New Focus external cavity laser diode system also exhibits changes in

tuning rate that can be modeled with considerable accuracy using high order

polynomials. The free spectral range of the etalon decreases from about 43 to 34 data

point per fringe across roughly 2750 data points when scanning from high-to-low

wave number.
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Figure 4.5 Wavelength-modulated spectrum of etalon fringes and diatomic iodine at
room temperature covering the region 14,817.95 to 14,819.45 em-I obtained with the
New Focus external cavity laser diode system. The etalon fringe trace has been offset
along the signal axis by six volts. Diatomic iodine features without labels were not
used in the subsequent calibration or line-shape analysis.

The worst case discrepancy of comparing the observed line positions in data

point number to the calculated values of a simulated spectrum in wave number units is

about 75 data points. This laser scans at about 17 MHz per data point so that an

uncertainty in line position of about 1275 MHz (0.0425 em-I) can be expected for

some of the comparisons made between a raw (un-calibrated) spectrum in data point

number units and a simulated (calculated) spectrum of relative signal amplitude and

line center position in wave number units when making the quantum number

assignments. A relative error of 75 data points between two diatomic iodine lines

separated by 0.7 cm-1 would amount to a discrepancy in relative line center position

between these two line of about 100 x (0.0425 em-I -7- 0.7 em-I) = 6.1 %.
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Figure 4.6 Expansion of a portion of Figure 4.5 from data point number 3500 to 4300.
The New Focus external cavity laser diode system scans from high to low data point
number (high to low wave number) in this spectrum. The top trace is the integrated
etalon signal; the amplitude of this trace has been altered to fit the display. The
observed and integrated etalon traces have been offset along the signal axis. The free
spectral range of this etalon is 578 ± 2 MHz (0.0193 ± 0.0001 em-I).

In summary, the scan of the New Focus external cavity laser diode is well

represented by a fifth-order polynomial, and the precision of the scan is noticeably

superior to that of the Philips laser diode system. We will, however, be content to

implement a method based on linear interpolation of wave number between etalon

fringes; the assumption being that the laser scan is well represented as being piecewise

linear across the 578 MHz free spectral range of the etalon fringes.
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Figure 4.7 Residual plots oflinear (a), quadratic (b), cubic (c), quartic (d), and quintic
(e) fits of fringe peak data point number (FPPN) vs. fringe number (FN) to
polynomials of the form FPPN= ... ex }'N2 + b x FN + a. The difference between
calculated and observed fringe peak data point number (FPPNobs - FPPNca1c) is the
residual in units of data point number.
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4.4 Etalon Fringe Widths

The previous two sections make considerable use of the number of data points

between fringe peaks. Another quantity of interest, since it contains information about

the radiation source (often referred to as the laser line width), is the width of the etalon

fringes across the region being scanned by the laser diode systems. (As usual, the

width of the laser line or the etalon fringes is considered in terms of the full width at

half maximum intensity, abbreviated as "FWHM".) The characterization of fringe

widths was not (from a modeling point of view) tremendously rigorous. Such efforts

are meant mostly to help gain a semi-quantitative understanding of the line shape of

the radiation source across the scan region and the ultimate resolution of the two

spectrometers used in this project.

The (recorded) wavelength-modulated etalon spectrum was numerically

integrated (with respect to point number) and a Gaussian profile was used as the line

shape model for individual etalon fringes. While this is (clearly) not the correct line

shape model for this problem, the ratio of the uncertainty in the fit (taken as the

standard deviation of the residual) to the maximum signal deflection for the integrated

fringes is about 0.025. The widths (a difference measurement) of the fringes are

largely unaffected by errors in calibration since the laser scans can be well

approximated as linear in wave number over short distances of about 20 data points.

An overview ofthe results of an analysis of all the fringe widths for a single etalon

spectrum from each of the three unique experimental situations is given in Figures 4.8

and 4.9. See also Sub-Section 3.2.4.



125

16

14

...... HI- 12

up scan
18

...r:::
16

.......
'U
.~ 14
v
b1)
~ 12
~

10 lower Wavel1umber .. ·····higherwaVel1Ulnber 10

o 1000 2000 3000 4000

16

14

12

10 ·higherwave·nurriber

16

14

<fl ..... +- 12

10

o 1000 2000 3000 4000

data point number

Figure 4.8 Etalon fringe width (FWHM) in data point number units for a single scan
using the Philips laser diode system. The statistics of the fringe width for both scan
directions are nearly the same with an average value of 13.4 ± 1.3 data points
(FWHM).
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Figure 4.9 Etalon fringe width (FWHM) in data point number units for a single scan
using the New Focus laser diode system. The statistics of the fringe width for this
scan is 3.1 ± 0.3 data points (FWHM).

4.5 Assignment of Diatomic Iodine Spectral Features

The approximately linear relationship between wave number and data point

number in spectra recorded with both laser systems makes it is possible to use the

rough calibration results acquired with a wavelength meter or monochromator along

with simulated spectra calculated from published spectroscopic constants and

comparison to previously published Iodine Atlases [Luc 1; Luc 2; Hutson; Martin] to

provide quantum number assignments of the observed diatomic iodine features. The

process of establishing the quantum number assignments and comparison of the

recorded spectra to the spectra in the Iodine Atlases helps to establish greater

confidence in the absolute wave number calibration of the spectra being analyzed in

this project. Quantum state assignments can also be used for a more in depth analysis

of the pressure broadening and pressure shift results; even though such an analysis will

not be presented in this dissertation, it is customary for the sake of completeness to

include them.
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The pattern of relative line positions and intensities are found to be statistically

unique for any spectral region of diatomic iodine greater than about 1 cm- I
.

Comparisons of the pattern of relative intensities and line-center wave number of a

simulated spectrum to the point number position and relative intensities of a recorded

spectrum were done to make the quantum number assignments. This process was

facilitated by wavelength meter readings of the wave number at the endpoints of the

scan region that agree with the simulated spectrum to better than 0.02 cm- I
. The

simulated spectrum takes into account the Boltzmann weighting of the ground

electronic state vibration and rotation populations, Franck-Condon and Honl-London

factors, and nuclear spin statistics (Chapter II) in order to calculate the relative

intensities. The relative wave number scale of the simulated spectrum is accurate to

slightly better than 150 MHz (0.005 cm- I
), while the absolute wave number scale may

contain a systematic shift of about 300 MHz (0.01 cm- I
). These simulations explored

(and tabulated) all of the transitions in the region 14,791 cm- 1 (676 nm) to 15,035

cm-1 (665 nm) that satisfY the vibration quantum numbers V" = 0 to 9, V' = 0 to 72, and

the rotation quantum numbers J' 0 to 175 using the spectroscopic constants of

Gerstenkorn [Hutson] and Bacis [Martin].

The recorded spectrum was in point number units, which is identical in the

relative separation of spectral features to a wave number calibration based on the wave

number positions of two diatomic iodine features (see Section 4.4). Further

comparisons are made with the Iodine Atlases, which show relative intensities and

wave number positions ofline centers to an absolute accuracy of about 0.01 cm- 1
.

Integrating the wavelength-modulated spectra obtained in this project makes for easy

visual and/or semi-quantitative comparison to the Fourier-transform absorption spectra

published in the Iodine Atlases. It is worth noting that the number of visible features

in the Iodine Atlases is somewhat less than the laser diode spectra analyzed during the

course of this project; that is to say, the laser diode spectrometer appears to be more
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sensitive (larger SIN ratio) than the spectrometers used to record those particular

Iodine Atlases.

4.5.1 The Region J4,817.95 to 14,819.45 cm-1

Since nearly all of the data for the region 14,817.95 to 14,819.45 cm-1 were

analyzed using a two-feature calibration method it is important to characterize as well

as possible the limitations this imposes on the precision and accuracy of this analysis.

The observed relative intensities of diatomic iodine in the region 14,817.95 to

14,819.45 cm-1 were determined by two successive numerical integrations of a

wavelength-modulated spectrum. The first integration produces a spectrum that is

linearly proportional in signal to a direct absorption signal (middle trace of Figure

4.10), except that knowledge of the off-resonance laser beam intensity can not be

retrieved; this latter piece of information is not present in the original wavelength­

modulated spectrum and is thought to be sufficiently low to be unimportant in this

project. The diatomic iodine features in this integrated spectrum are masked out while

a lOth order polynomial fit to the baseline is used to smooth and cancel as much as

possible the residual non-zero (signal) offset. Integration of this smoothed (integrated)

spectrum gives an integrated absorption spectrum that is a good measure of the

relative absorption intensity (top trace of Figure 4.10). The change in vertical height

corresponding to a wavelength region that spans an individual absorption feature is the

measure of integrated absorption of individual ro-vibronic transitions used in Table

4.3.

Quantum state assignments of the observed diatomic iodine lines in the region

14,817.95 to 14,819.45 cm-1 are listed in Table 4.3 and can be correlated with the

feature labels in Figure 4.10. The calculated line positions, VeaIc, are for all known

features in this part of the spectrum [Hutson; Martin]. Only the most prominent
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diatomic iodine lines were observed; these are indicated by the feature labels and

observed intensity in the first and last column of Table 4.3, respectively.
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Figure 4.10 Integration of a diatomic iodine (12) spectrum for the region 14,817.95 to
14,819.45 cm- l

. Bottom trace is a typical wavelength-modulated spectrum measured
in volts. The bottom trace has been integrated and then the baseline was smoothed to
give the middle trace, the direct absorption signal. The middle trace was then
integrated to give the top trace, the integrated absorption signal. Diatomic iodine
feature designation is given by the letters A through 1. The wavelength-modulated
spectrum was obtained with a low-to-high wave number scan with the Philips laser
diode system.
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Table 4.3 Assignment of observed diatomic iodine (h) lines in the spectral region
14,817.94 to 14,819.56 cm- I

. The line-center position Veale (in units ofcm- I
) was

calculated from the spectroscopic constants of Gerstenkorn [Hutson] and Bacis
[Martin]; "MHz Sep." and "PN Sep." are the separation in MHz and data point
number to the previous diatomic iodine line at lower wave number, respectively. The
calculated (Calc.) and observed (Obs.) relative intensities are calibrated to Feature E.

Assignment Relative Intensity

Feature (v',v") P,R(.J') Veale (em-I) MHz Sep. PN Sep. Calc. Obs.

(l4,12) P(50) 14,817.936 -- 0.00206

(10,10) R(6) 14,817.973 1109 0.00038

(l2,11) R(41) 14,817.990 510 0.00355

(l,4) R(l54) 14818.011 630 0.00468

(l0,10) R(O) 14,818.017 180 0.00005

(l0,10) R(5) 14,818.025 240 0.00046

A* (4,6) R(l29) 14,818.046 630 -- 0.465 0.46

(l,4) P(l47) 14,818.051 ISO 0.00912

(l0,10) R(l) 14,818.054 90 0.00015

(l2, II) P(35) 14,818.054 0 0.00321

(l0,10) R(4) 14,818.059 ISO 0.00027

(l0,10) R(2) 14,818.073 420 0.00016

(l 0, 10) R(3) 14,818.075 60 0.00031

(l0,9) P(l46) 14,818.140 1949 0.00166

B* (5,7) R(76) 14,818.150 300 242 0.664 0.71

C (5,6) R(174) 14,818.207 1709 143 0.0491 0.044

(l4,11) R(154) 14,818.218 330 0.00007

(l3, II) P(l09) 14,818.239 630 0.00005

(14,12) P(44) 14,818.240 30 0.00197
~

0 (3,6) R(43) 14,818.282 1259 1.36
206 2.25

0 (3,6) P(36) 14,818.300 540 0.877

(l2,10) R(l54) 14,818.371 2129 0.00119

(8,8) P(l41) 14,818.463 2758 0.0119

E* (5,7) P(69) 14,818.517 1619 544 1 1

(7,8) P(87) 14,818.646 3867 0.00335

F* (4,6) P(l22) 14,818.668 660 364 0.428 0.39
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Table 4.3 Assignment of observed diatomic iodine lines in the spectral region
14,817.94 to 14,819.56 cm-I (continued).

Feature

Assignment

(v',v") P,R(.l') MHz Sep.

Relative Intensity

PN Sep. I Calc. Obs.

(0,4) P(83) 14,818.677 270 0.00799

(12,11) R(40) 14,818.683 180 0.00251

(12,11) P(34) 14,818.745 1859 0.00225

(14,12) R(49) 14,818.820 2248 0.00288

G (2,5) R(l13) 14,818.902 2458 0.211

(8,8) R(l47) 14,818.907 150 0.00918

G (3,6) R(42) 14,818.927 600 683 0.962 2.32

G (2,5) P(106) 14,818.940 390 0.185

G (3,6) P(35) 14,818.944 120 1.21

(0,4) R(90) 14,819.029 2548 0.00502

(14,12) R(90) 14,819.117 2638 0.00274

H* (6,7) P(l33) 14,819.131 420 491 0.119 0.13

(11,10) R(111) 14,819.154 690 0.00596

(15,12) P(109) 14,819.193 1169 0.00084

(7,8) R(93) 14,819.321 3837 0.00298

(11,10) P(105) 14,819.326 150 0.00703

(12,10) P(148) 14,819.331 150 0.00157

(12,11) R(39) 14,819.358 809 0.00348

(9,9) P(98) 14,819.363 150 0.0266

1* (5,7) R(75) 14,819.368 150 620 0.942 0.85

(12,11) P(33) 14,819.417 1469 0.00310

(3,6) R(41) 14,819.556 4167 1.34

4.5.2 The Region 14,946.17 to 14,950.29 cm- I

The spectra in this region were recorded with the New Focus external cavity

laser diode system. The purpose of this portion of the project was to extend the
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investigation to low-J lines in search of patterns of pressure broadening and pressure

shift as a function of rotation quantulUJlumber. The observed relative intensities in

the region 14,946.17 to 14,950.29 cm-1 were taken as the maximum peak height of the

integrated wavelength-modulated absorption signal (top trace of Figures 4.11 and

4.12). The observed and calculated intensities for both spectral regions were

calibrated on Feature 6 (see Figure 4.11 and Table 4.4).

o 500 1000 1500 2000 2500 3000 3500 4000

o 500 1000 1500 2000 2500 3000 3500 4000

data point number

Figure 4.11 Spectrum of diatomic iodine (h) for the region 14,946.17 to 14,948.43
cm-1. Data point number matches that given in Table 4.4 (assignment table). Data
point numbers have been transformed from those obtained during data collection to go
instead from low to high as the scan goes from low to high wave number.

Quantum state assignments of the observed diatomic iodine lines in the region

14,946.17 to 14,950.29 cm-1 are listed in Table 4.4 and can be correlated with the

feature labels in Figures 4.11 and 4.12. The calculated line-center positions, Veale, are

for all known features in this part of the spectrum. Only the most prominent diatomic
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iodine lines were observed; these are indicated by the feature labels and observed

intensity in the first and last column of Table 4.4, respectively.

o 500 1000 1500 2000 2500 3000 3500 4000

o

12

16

-4

17 19 21 23 27 8
18 20 22 24 25

29
31 33 35 37 39

26 28 30 32 34 41 4
36 38 40 42 43=-

8

4

o

-4

16

12

o 500 1000 1500 2000 2500 3000 3500 4000

data point number

Figure 4.12 Spectrum of diatomic iodine for the region 14,948.08 to 14,950.29 em-I.
Data point number matches that given in Table 4.4 (assignment table). Data point
numbers have been transformed from those obtained during data collection to go
instead from low to high as the scan goes from low to high wave number.
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Table 4.4 Assignment of observed diatomic iodine lines in the spectral region
14,946.00 to 14,950.39 cm-I. Two separate scan regions were programmed into the
New Foeus external cavity laser diode system; the two scans overlapped on Features
17 through 20. The line-center position Veale (in units of em-I) was calculated from
the spectroscopic constants of Gerstenkorn [Hutson] and Baeis [Mariin]; "MHz
Sep." is to the previous diatomic iodine line at lower wave number; "PN" is the data
point number in the recorded spectrum. The calculated (Calc.) and observed (Obs.)
relative intensities are calibrated on Feature 6.

Assignment Position Relative Intensity

Feature (v',v") P,R(Y') Veale (cm-\) MHz Sep. PN Calc. Obs.

(4,6) R(27) 14,946.005 1.78

(16,11) R(173) 14,946.039 1019 0.00019

(1,4) R(87) 14,946.064 749 0.0700

(4,6) P(20) 14,946.083 570 0.965

(6,7) R(65) 14,946.178 2848 70 0.667 0.76

(6,6) P(162) 14,946.183 150 0.0939

(13,10) R(144) 14,946.195 360 0.00148

(12,10) P(93) 14,946.257 1859 0.0146

(11,9) P(137) 14,946.328 2129 0.00002

(10,9) P(87) 14,946.34 360 0.0162

(10,9) R(93) 14,946.376 1079 0.0144

2* (4,6) R(26) 14,946.398 660 482 1.24 1.41

3* (4,6) P(19) 14,946.472 2218 626 1.29 1.30

(9,8) P(133) 14,946.555 2488 0.0349

(9,8) R(139) 14,946.618 1889 0.0274

(16,12) P(94) 14,946.653 1049 0.00025

4* (6,7) P(58) 14,946.664 330 972 0.489 0.58

(14,11) P(95) 14,946.715 1529 0.00087

5* (5,6) P( 116) 14,946.717 60 1069 0.677 0.72

(2,4) R( 150) 14,946.756 1169 0.0270

(4,5) P(154) 14,946.767 330 0.159

6 (4,6) R(25) 14,946.774 210 1173 1.69 1.69

(8,8) P(76) 14,946.791 510 0.0577



Table 4.4 Assignment of observed diatomic iodine lines in the spectral region
14,946.00 to 14,950.39 cm- I (continued).
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Assignment I Position Relative Intensity

Feature (v',v") P,R(J") Veale (em-I) MHz Sep. PN Calc. Obs.

7 (3,5) R(108) 14,946.844 1589 0.485
1293 1.49

7 (4,6) P(18) 14,946.844 0 0.881

(8,7) P(167) 14,946.983 4167 0.00019

(6,6) R(168) 14,947.02 1109 0.0686

(8,7) R(173) 14,947.076 1679 0.00014

8 (4,6) R(24) 14,947.133 1709 1793 1.17 --

(7,7) P(126) 14,947.136 90 0.0376

9 (3,5) P(lO 1) 14,947.171 1049 1880 0.820 --

(8,8) R(82) 14,947.181 300 0.0531

(10,8) P(l70) 14,947.183 60 0.00457

(16,12) R(99) 14,947.199 480 0.00032

(2,4) P(143) 14,947.2 30 0.0520

10 (4,6) P(17) 14,947.2 0 1910 1.17 --

I 1 (6,7) R(64) 14,947.233 989 1961 0.480 --

(l,4) P(79) 14,947.304 2129 0.0800

(18,12) R(168) 14,947.344 1199 0.00002

(12,9) P(171 ) 14,947.372 839 0.00042

(1,4) R(86) 14,947.417 1349 0.0510

(13,10) P( 13 8) 14,947.474 1709 0.00191

12* (4,6) R(23) 14,947.475 30 2374 1.58 1.22

13* (4,6) P(16) 14,947.539 1919 2475 0.793 0.70

(12,10) R(98) 14,947.631 2758 0.00939

(17,12) P(134) 14,947.684 1589 0.00000

(14,11) R(100) 14,947.699 450 0.00056

14* (6,7) P(57) 14,947.71 330 2763 0.687 0.53

(7,7) R(132) 14,947.782 2159 0.0301

15 (4,6) R(22) 14,947.801 570 2908 1.09 --

(0,3) P(128) 14,947.819 540 0.00074

(17,12) R(139) 14,947.829 300 0.00000
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Table 4.4 Assignment of observed diatomic iodine lines in the spectral region
14,946.00 to 14,950.39 cm-1 (continued).

Assignment Position Relative Intensity

Feature (v',v") P,R(JlI) Veale (em-I) MHz Sep. PN Calc. Obs.

16 (5,6) R(122) 14,947.832 90 0.555
3016

16 (4,6) P(15) 14,947.862 899 1.05

(15,11) P(137) 14,947.872 300 0.00079

(10,9) P(86) 14,947.962 2698 0.0118

(18,12) P(163) 14,947.963 30 0.00003

(14,10) P(170) 14,947.994 929 0.00015

(10,9) R(92) 14,948.001 210 0.0105

(0,3) R(135) 14,948.01 270 0.00078

(12,10) P(92) 14,948.034 720 0.0107

17* (4,6) R(21) 14,948.11 2278 3451 / 134 1.48 1.18/1.37

18* (4,6) P(14) 14,948.168 1739 3551/171 0.702 0.70/0.80

(8,8) P(75) 14,948.178 300 0.0819

(4,5) R(160) 14,948.251 2188 0.118

19 (6,7) R(63) 14,948.27 570 3752/376 0.678 0.68/0.68

(11,9) R(142) 14,948.339 2069 0.00001

20* (4,6) R(20) 14,948.403 1919 4035/628 1.01 1.34/ 1.12

21* (4,6) P(13) 14,948.457 1619 736 0.917 0.87

(16,12) P(93) 14,948.551 2818 0.00036

(8,8) R(81) 14,948.565 420 0.0756

(14,11) P(94) 14,948.58 450 0.00064

22 (3,5) R(107) 14,948.584 120 969 0.699 0.65

(1,3) P(175) 14,948.596 360 0.00111

(1,4) P(78) 14,948.641 1349 0.0581

(15,11) R(142) 14,948.662 630 0.00046

23 (4,6) R(19) 14,948.679 510 1143 1.36 1.35

24 (4,6) P(12) 14,948.73 1529 0.607

24 (6,7) P(56) 14,948.739 270 1247 0.492 1.53

24 (5,6) P(115) 14,948.752 390 0.980

(1,4) R(85) 14,948.753 30 0.0728
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Table 4.4 Assignment of observed diatomic iodine lines in the spectral region
14,946.00 to 14,950.39 cm- 1 (continued),

Assignment

I vcalc (cm-1)

Position I Relative Intensity

Feature (v',v") P,R(.l') MHz Sep. PN Calc. Obs,

(13,10) R(143) 14,948,896 4287 0.00217

25 (3,5) P(100) 14,948.906 300 1541 0.601 0.66

(11,9) P(136) 14,948.922 480 0.00001

26 (4,6) R(18) 14,948.938 480 1598 0,930 1.15

(14,10) R(175) 14,948.972 1019 0.00016

27 (4,6) P(I I) 14,948.986 420 1686 0.783 0.84

(9,8) P(132) 14,949.006 600 0.0259

(9,8) R(138) 14,949.074 2039 0.0204

28 (6,6) P(l61 ) 14,949,077 90 1844 0.139 0,17

(16,12) R(98) 14,949.094 510 0.00023

29 (4,6) R(17) 14,949.181 2608 2021 1.24 1.26

(2,4) R(149) 14,949.195 420 0.0396

30 (4,6) P(10) 14,949.225 899 2091 0.510 0.61

31 (6,7) R(62) 14,949.29 1949 2200 0.487 0.62

(16,11) P(167) 14,949.321 929 0.00026

(12,10) R(97) 14,949.397 2278 0.0135

(7,7) P(125) 14,949.399 60 0.0547

32 (4,6) R(16) 14,949.407 240 2396 0.843 1.05

33 (4,6) P(9) 14,949.448 1229 2470 0.645 0,85

33 (4,5) P(153) 14,949.449 30 0.233

(16,11) R(1n) 14,949.5 1529 0.00014

(8,8) P(74) 14,949.548 1439 0.0593

(14,11) R(99) 14,949,557 270 0.00080

(10,9) P(85) 14,949.566 270 0.0168

(10,9) R(91) 14,949.607 1229 0.0151

34* (4,6) R(15) 14,949.616 270 2750 1.12 1.05

(2,4) P(l42) 14,949.631 450 0.0388

35* (4,6) P(8) 14,949,654 690 2808 0.411 0.47

(10,8) R(175) 14,949.681 809 0.00486
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14,946.00 to 14,950.39 cm- I (continued).
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Feature

36

37

38

38

39*

40*

41

42

43

Assignment Position Relative Intensity

(v',v") P,R(J') Veale (em-I) MHz Sep. PN Calc. Obs.

(6,7) P(55) 14,949.75 2069 2974 0.691 0.64

(12,10) P(91) 14,949.793 1289 0.0153

(4,6) R(14) 14,949.809 480 3069 0.752 0.85

(4,6) P(7) 14,949.844 1049 0.505
3156 0.99

(5,6) R(121 ) 14,949.861 510 0.805

(6,6) R(l67) 14,949.916 1649 0.10 I

(8,8) R(80) 14,949.932 480 0.0549

(0,3) P(l27) 14,949.948 480 0.00107

(1,4) P(77) 14,949.961 390 0.0826

(4,6) R(l3) 14,949.985 720 3383 0.987 0.82

(4,6) P(6) 14,950.017 959 3434 0.310 0.30

(7,7) R(l31) 14,950.044 809 0.0438

(8,7) P(166) 14,950.046 60 0.00015

(1,4) R(84) 14,950.073 809 0.0530

(0,3) R(134) 14,950.14 2009 0.00058

(4,6) R(l2) 14,950.145 ISO 3679 0.658 0.68

(8,7) R(I72) 14,950.147 60 0.00011

(13,10) P(137) 14,950.16 390 0.00279

(4,6) P(5) 14,950.173 390 3743 0.362 0.39

(4,6) R(ll) 14,950.288 3448 0.854

(6,7) R(61) 14,950.293 150 0.686

(3,5) R(106) 14,950.307 420 0.514

(4,6) P(4) 14,950.313 180 0.207

(l0,8) P(l69) 14,950.387 2218 0.00676
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4.6 Wave Number Calibration of Diatomic Iodine Spectra

The previous analyses of the laser scan linearity and the assignment of

quantum states to the observed diatomic iodine spectral features were done for only a

few spectra for diagnostic purposes and completeness. However, before analyzing the

line shape of the diatomic iodine features in the recorded spectra for broadening and

line center shift as a function of pressure it was first necessary to establish an absolute

wave number scale for all of the spectra. Two different approaches were taken in

calculating an absolute wave number scale for the spectra recorded during the course

of this project. By far the most commonly utilized absolute wave number calibration

method was based on the linear extrapolation for two of the recorded diatomic iodine

features (Features D and G) present in the scan region covered by the Philips

CQL806/30 laser diode. Eventually, however, to provide additional confidence in the

reliability of the wave number scale, a more careful absolute wave number calibration

method was developed that utilized several diatomic iodine features and the fringes

from a plane-parallel Fabry-Perot etalon that has a free spectral range considerably

smaller than the average distance between diatomic iodine features. As well, the

nonlinear scanning characteristics of the New Focus external cavity laser diode also

indicated the need for a more accurate wave number calibration method.

An accurate absolute wave number calibration is not essential for obtaining

accurate pressure broadening and shift coefficients. Accurate pressure broadening and

pressure shift coefficients can be obtained from a wave number calibrated spectrum

that is accurate in the relative wave number scale, but translated away from their true

values. The functional relationship of line shape with respect to absolute wave

number will not change by a detectable amount for small translations in the absolute

wave number scale; the maximum such translation encountered during the course of

this work is estimated to be about 600 MHz (0.02 cm- I
).
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4.6.1 Two Diatomic Iodine Features

Nearly all of the wavelength-modulated absorption spectra recorded with the

Philips laser diode system were calibrated for wave number based on the calculated

wave number position of Features D and G, which are both a blend of more than one

line. The separation between the two diatomic iodine features (Features D and G) was

used to compute a linear tuning rate in wave number per point number; the point

number of the line center was determined by linear interpolation against the location

where the signal was zero Volt (i.e. the local maximum of absorption). The wave

number scale is centered on Feature D and incremented point-by-point by the tuning

rate in both directions for all data points.

A linear absolute wave number scale obtained in this fashion does not alter the

relative data point number spacing, so that there is always a linear relationship

between absolute wave number and data point number. This method offers the

flexibility of being able to perform the nonlinear regression analysis of the line shape

using the data point number and wave number scales interchangeably. Table 4.5

shows two feature calibration results typical for spectra recorded with the Philips laser

diode system in the region 14,817.95 to 14,819.45 em-I. The calculation of the wave

number positions of Features D and G has been described previously [Hardwick 1].
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Table 4.5 Linear calibration using two diatomic iodine features for the spectral
scan region 14,817.95 to 14,819.45 em-I. Line center positions, Vobs, for the two
calibration features (Features D and G) are based on calculated values [Hardwick
1]. All other Vobs are obtained from the line shape analysis (in Chapter V) with the
estimated uncertainties in the observed line center position in units of the last
significant figure of the experimental value in parenthesis. A scan that goes from
low-to-high wave number is denoted as an "up scan" and one that goes from low­
to-high wave number is a "down scan". The values in this table represent an
average over 68 scans in each direction of a 'zero' pressure reference gas cell
using the Philips laser diode system. The residual is Vobs - Veale values are based
on the calculated line center positions from Table 4.3 in which the associated
linear absolute wave number scale has been contracted and translated to coincide
with the intensity weighted average line positions for Features D and G used in
this calibration method.

Assignment up scan (em-I) down scan (em-I)

Feature (v',v") P,R(J") Vobs residual Vobs residual

A (4,6) R(l29) 14,818.0480(6) -0.0027 14818.0538(5) 0.0031

B (5,7) R(76) 14,818.1507(3) -0.0028 14818.1533(3) -0.0002

C (5,6) R(l74)

D (3,6) R(43)
14,818.291 14818.291

D (3,6) P(36)

E (5,7) P(69) 14,818.5112(3) -0.0053 14818.5093(3) ~0.0072

F (4,6) P(l22) 14,818.6607(3) -0.0052 14818.6588(3) -0.0071

G (2,5) R(l13)

G (3,6) R(42)
14,818.929 14818.929

G (2,5) P(106)

G (3,6) P(35)

H (6,7) P(l33) 14,819.1231(4) -0.0007 14819.1269(4) 0.0030

(5,7) R(75) 14,819.3647(7) 0.0064 14819.3768(7) 0.0185
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4.6.2 Many Diatomic Iodine Features and Etalon Fringes

The two feature wave number calibration method does not properly reproduce

the literature values for the nuclear hyperfine constants in the line shape analysis for

all diatomic iodine lines in the recorded spectra. A more comprehensive calibration

method involving most of the diatomic iodine features in a given scan region and the

simultaneously recorded fringe spectrum of the plane-parallel Fabry-Perot etalon was

developed that would reproduce, within experimental uncertainty, the nuclear

hyperfine constants obtained from the line shape analysis.

The first steps in this calibration method were to split the scans into individual

spectra; crop the region of a given spectrum that was to be calibrated for wave number;

integrate the measured first derivative fringe and reference signal line shapes; locate

all of the fringe peaks and most of the diatomic iodine lines in point number space in

the traces that were integrated in the previous step; and assign an ascending and

sequential fringe number to each fringe peak. The tabulated point number and

sequential numbering of the fringe peaks was rechecked for accuracy by numerically

computing the derivative of fringe peak point number with respect to fringe peak

number; for a laser system that is scanning almost linearly in point number space,

plotting this numerically computed derivative should result in a smooth and straight

line with no sudden hops or obvious discontinuities. This method of searching for

sudden hops in the first derivative of fringe spacing with respect to fringe number was

quite useful in locating mode-hops in a similar spectrometer used to study acetylene.

[Hardwick 2, 3, and 4]

The observed diatomic iodine features (reasonably well isolated single lines or

blended lines) used for calibration are then located in fringe peak number space by

linear interpolation between adjacent fringe peaks. Similarly, fringe peak numbers are

computed for all of the data points by linear interpolation between all pairs of fringe
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peaks. In the limit that the laser scans linearly between fringe peaks this calibration

method is linear in wave number space. A linear fit was then done with the literature

values of the wave number position for the set of diatomic iodine features used for

calibration as the dependent variable and the corresponding fringe number of that

feature as the independent variable. Just previous to performing this linear fit the

fringe number data were also translated so that fringe number zero was aligned with

the diatomic iodine feature at lowest wave number of the three spectral regions

investigated with this laser; each one covered about 2.4 cm- l
. The slope of this line is

the free spectral range of the etalon fringes, and the intercept is the first diatomic

iodine feature used as an absolute frequency marker. (The free spectral range of the

etalon was determined independently for each scan of the spectral region being

investigated.) The choice of anchor reference point used in the transformation of the

fringe number data associated with all data points to a wave number scale is arbitrary.

The wave number position for most of the observed diatomic iodine features was also

calculated. The residual of this calibration procedure was then found by subtracting

from the calculated (observed) diatomic iodine feature line positions the associated

literature value. The nonlinear line shape fitting was then done using the wave

number values associated with each data point.

The error in the free spectral range of the etalon due to an uncertainty in

temperature can be estimated. The etalon was mounted on a square of aluminum

about 12 inches on each side and about 2 inches thiclc The etalon windows were

separated by roughly 10 inches (z). The coefficient of thermal expansion for

aluminum is 23.6 x 10-6 K-1 and is defined as the partial of length with respect to

temperature divided by the length at constant pressure: (az/ aT) -;- z =b.z -;- (b.Tx z).

Assuming an uncertainty in temperature of 2 Kelvin (b.T = 2 K) a rough estimate

suggests that the spacing between the etalon windows could change by about (2 K x

25.4 cm x 23.6 x 10-6 K- 1
) =0.0012 cm. The free spectral range is given by free

spectral range = n -;- (2z); n is the index of refraction of air and to a first-order
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approximation is taken as n = 1. The uncertainty in fringe spacing is then given by !J.z

-;- (2i) ~ 0.0012 cm -;- (50.8 cmi ~ 4.7 x 10-7 cm- l ~ 14 kHz. Accordingly, the etalon

is not likely to introduce any errors in the wave number calibration at the level of

resolution encountered in this project. [Ashcroft] A change in the index of refraction

with changes in air pressure (and perhaps moisture content) can also lead to changes in

the free spectral range of the etalon. (It was estimated that a deviation in the air

pressure by about 7 torr from the standard room pressure of one atmosphere could

change the free spectral range of the etalon by about 3 parts in 105
.) Enclosing the

etalon in a box with small entrance and exit holes for the laser beam was seen to

mitigate the effects of sudden changes in air pressure.
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Figure 4.13 Calibration residuals of diatomic iodine (h) feature wave number
positions. The residuals are the observed minus literature values for the diatomic
iodine Features A to 1. The two stripes of data associated with Features F and Hare
from left to right the up and down scan of the Philips laser diode system. All other
features have three stripes of data that are from left to right in each set 'of stripes under
the feature label the up and down scan (in wave number) ofthe Philips laser diode
system and the single scan direction of the New Focus external cavity laser diode
system.
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This calibration method was used on only one data set collected with the

Philips CQL806/30 laser diode system. All three of the data sets collected with the

New Focus external cavity laser diode system were calibrated for wave number using

this method and only this method. All four of these data sets used argon as the buffer

gas. One of the data sets collected with the New Focus external cavity laser diode

system was of the same region that the Philips laser diode scanned, roughly 14,817.95

to 14,819.45 em-I. The wave number calibration residuals for these two overlapping

data sets from the two different laser systems using this calibration method are plotted

in Figure 4.13 and some of the statistics are listed in Table 4.6. Overall, it appears that

the New Focus external cavity laser diode system offers a higher quality of precision

relative to the Philips laser diode system.

Table 4.6 Wave number calibration statistics for the two different laser diode
systems. Feature A was arbitrarily chosen as the calibration intercept at
14,818.0601 cm-I in the calibration procedure. The linear fit uncertainty for the
free spectral range (FSR) and calibration intercept are given in parenthesis in units
of the last significant figure of the observed quantity.

Up Scan / Philips Down Scan / Philips New Focus

scans 123 123 24

FSR (MHz/fringe) 642.8(18) 642.2(18) 578.9(15)

Cal. Int. (em-I) 14,818.0607(21) 14,818.0605(20) 14,818.0609(17)

Feature 0 res idual (MHz) 0 res idual (MHz) 0 res idual (MHz)

A 28.5 33.6 13.7
B 31.1 29.2 5.6
D 32.1 38.7 6.5
E 41.3 38.2 10.1
F 37.8 35.1
G 34.3 45.1 6.4
H 30.7 31.5
I 33.9 34.2 8.4
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4.6.3 Comparison ofEtalon and Polynomial Calibration Methods

Calibration of wave number for spectra obtained with the New Focus external

cavity laser diode system using linear interpolation between fringes and fifth order

polynomial indicates that the resolution of this system has surpassed the 12-bit

capability of the NI-PCIl200. Figure 4.14 shows a plot of the differences in calibrated

wave number scale between the method using many diatomic iodine-features and

etalon fringes and a fifth-order polynomial (see Figure 4.7). The initial assumption of

piecewise linear scans between fringe-peaks (for a scan range of roughly 2 cm-1
) thus

appears to be justified when using a 12-bit data acquisition board. As it stands the full

resolution of the New Focus laser diode system was not realized. This task was not

practical when using a 12-bit data acquisition since it was proving somewhat non­

trivial to dial-in the scan region for this laser system with that much precision.

However, a 16-bit data acquisition board can be expected to utilize the full resolution

of this spectrometer.

Finally, there are subtle questions regarding the comparison of the data from

this project with that of the Fourier-transform spectra (Iodine Atlases) that we have

used as wavelength standards. First, the authors of the Iodine Atlases do not state

expclicitly how they measured line centers. Second, the derived vibration and rotation

constants (i.e. the spectroscopic constants) are compiled from several independent

experiments and may either remove statistical error or introduce an undisclosed

systematic error in the wave number calibration process. Accordingly, any additional

improvement in the calibration would likely require a wavelength standard

independent of the diatomic iodine spectrum.
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Linear Interpolation vs. Quintic Fit
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Figure 4.14 Difference in point-by-point wave number positions for two calibration
methods. The first calibration method is linear interpolation between fringes. The
second method uses quintic fit parameters for the fringe separation. Both methods use
most of the diatomic iodine lines in the spectral region as absolute frequency markers
with an accuracy of about 150 MHz.
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CHAPTER V

ANALYSIS 2 - LINE SHAPE ANALYSIS

5.1 Overview of Chapter V

The purpose of analyzing the line shape of the B-X transitions in diatomic

iodine (b) with a nonlinear regression algorithm is to extract (de-convolve) the width

(full width at half maximum, also referred to by the acronym "FWHM") of the

Lorentzian (homogeneous) component from the observed Voigt profile and to

determine the line-center position (i.e. wave number). The Lorentz widths and line­

center positions are calculated at several pressures of a buffer gas. The use of

internally referenced absorption spectrometers allows for precise (and perhaps

accurate) determination of the line-center shift as a function of buffer gas pressure.

The pressure broadening coefficient is obtained from a weighted linear least-square fit

of the Lorentz widths as a function of pressure; the assumption here is that Lorentz

width is directly proportional to the pressure. Similarly, the pressure shift coefficient

is obtained from a weighted linear least square fit of the line-center shift as a function

of pressure, predicated on the assumption that the line-center shift and buffer gas

pressure are directly proportional. (Diatomic iodine refers to the homonuclear

molecule b, which is often colloquially referred to as iodine.)
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5.2 Line Shape Components and the Convolution Model

The line shape model used in the nonlinear regression analysis is the Voigt

distribution [Loudon 1; Bernath], which is the convolution of Gaussian (Doppler) and

Lorentzian components; these two components and their convolution are shown in

Figure 5.1. The basis for this model is the distinction between an inhomogeneous

(Gaussian) line shape function gD(WO - w) and one that is homogeneous (Lorentzian)

gL(WO - w), so that the total line shape (Voigt) is given by the convolution:

Fy gy(w - WO) faOO FD gD(WO' - WO) FL gLCw - wo') dl wo'

(5.1 )

In equation 5.1 the radiation field center frequency (wa") (itself expected to be

predominantly Lorentz in shape) is given by w. (See also Section 2.11.)
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While normalization factors (FL, F0, and Fv) are generally not of concern in

this project, it is worth noting that some care needs to be taken with regard to their use

for the case of accounting for intensity measurements. In general, the underlying

distributions will be normalized:

FoLoo go(wo - w) dw

1 (5.2)

However, the normalization factor for the Voigt profile Fv can only be approximated

by an analytic function [Humlicek]. In general, Fv = Fv(FL, Fo).

The Doppler (inhomogeneous) width (FWHM) LlWo, = 2lf x LlVo IS

determined by the temperature T, mass m, Boltzmann constant kB, speed of light c, and

transition frequency wo, and is given by [Bernath]:

2wo
(5.3)

For diatomic iodine at 292 K and laser radiation at 675 nm, the Doppler width

is 341 MHz. The Lorentzian (homogeneous) component is pressure dependent so that

the width (FWHM) spans a range. The minimum value of the Lorentz width LlVL =

(2lfr1 x LlWL is determined by the natural (spontaneous) transition rate, likely to be
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between 0.1 MHz and 10 MHz [Paisner]. The maximum measurable Lorentz width

was generally regarded to be approximately 800 MHz, at which point the diatomic

iodine lines begin overlapping to an extent that makes a simple analysis impossible;

that is, there is an upper bound (maximum) on the buffer gas pressure for which a

reliable nonlinear regression model based on a single (ro-vibronic) line can be

performed.

The analysis of individual ro-vibronic spectral lines of diatomic iodine for

changes in Lorentzian (homogeneous) line width LlwL = 2n x Llv L (FWHM) and line­

center shift Llwo = 2n x Llv 0, each as a function of buffer gas pressure, provides the

means to extract two important spectroscopic quantities, the pressure broadening and

pressure shift coefficients. The normalized Lorentzian profile (for wo» 6) is given

by:

(5.4)

And the full width at half-maximum height LlwL = 2n x LlvL is readily found to

be:

(5.5)

When conducting an analysis of frequency domain spectra, a nonlinear fitting

routine is required to compare the model line shape to that recorded in a spectrum.

This de-convolution process separates the Voigt distribution (model line shape) into its

two constituent parts, the (constant) Doppler width and the pressure dependent

Lorentz width. The pressure broadening coefficient is computed by a weighted linear

least square regression of the Lorentz widths as a function of buffer gas pressure. At

the same time the relative change in line center position between the sample and
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reference gas cells (i.e. internally referenced) allows for a weighted linear fit of the

shift in line-center as a function of buffer gas pressure.

For the analytic approximation to the Voigt profile developed by Humlfcek, it

can be shown that [Humlfcek]:

!1wv
(5.6)
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Figure 5.1 Convolution of normalized Gaussian and Lorentzian components (i.e.
distributions) to form a Voigt distribution. The FWHM of the Gaussian and
Lorentzian components are each 300 MHz (0.01 cm- I

). The vertical hash marks on
the Voigt trace indicate the location of the FWHM (491 MHz) relative to the line
center. The wave number scale is relative to the line center, which is at 14,819 cm-I.

The convolution shown in Figure 5.1 was obtained from a numerical

convolution of Doppler and Lorentzian profiles in Mathematica using (built-in)

interpolation functions, each with a full width at half-maximum height of300 MHz.

This numerical simulation gave the full width at half-maximum of the Voigt profile as
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~Vv = 491 MHz. For the Humlicek approximation, equation 5.6 gives ~vv = 485

MHz. The line-center in this simulation was at 14,819 em-I.

5.3 Linear Absorption and Line Shape

A few direct absorption spectra of diatomic iodine near 675 nm were observed

in order to determine the maximum amount of light absorbed during passage through a

1 meter path of diatomic iodine at approximately 0.2 torr (292 K). This was

accomplished by scanning the laser frequency with the wavelength modulation turned

off and instead inserting an optical chopper (e.g. Scitec Instruments) in the path of the

laser beam before it was split into three portions. The optical chopper also provided

the reference frequency for the lock-in amplifiers. Observing direct absorption spectra

is relevant in deciding if a correction to the recorded spectrum using the Beer-Lambert

law would be necessary before proceeding with the line shape analysis. For the

diatomic iodine experiments (for which 1 meter gas cells were used) the maximum

(direct) absorption observed for the strongest spectral features was not more than a

percent or two of the laser beam intensity. It was thus considered a good

approximation to use the linear limit of the Beer-Lambert law. In this project the

Beer-Lambert law is assumed to have the form:

[(Cwo - w), z) J(O) exp(-21fKgv(wo - w) z) (5.7)

See also Section 2.11, especially equation 2.28, and recalling that w = 27fv. In

equation 5.7, the measured intensity for a radiation field line-center frequency w is

given by l((wo - w), z); the line-center of the chromophore absorption profile is given

by Wo; the radiation field intensity incident on the gas cell is given by 1(0) == l((wo - w),

0), which is assumed to be the same at all line-center frequencies w of the radiation
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field; the absorption coefficient is given by K, and the path length of the gas cell is

given by z. The linear limit of equation 5.7 (for the situation that l(z) -;-.1(0) <: 0.97, as

was the case in this project) is obtained by retaining the first term in the Taylor series

expansion of equation 5.7:

I((wo - w), z) I (0) (1 - 2 7f K gv(Wo - w) z) (5.8)

Since a wavelength-modulated spectrum can be well modeled as the first

derivative of equation 5.8, the leading term of1(0) is not necessary so that the

nonlinear regression analysis of the observed line shape was (essentially) performed

directly on gv(wo - w).

Unfortunately, during the course of this project the signal values of l(z) == l((wo

- w), z) and 1(0) == l((wo - w), 0) were not directly recorded for either gas cell. As it

turns out, it might have been useful to more fully characterize some direct linear

absorption spectra and the radiation field across the spectral region of interest for the

purpose of comparison to the wavelength-modulated spectra, and thus perhaps a more

complete characterization of the latter.

However, the above considerations alone do not establish that these

experiments were carried out at laser intensities that can be approximately modeled by

linear response behavior. A direct experimental approach to determining that the

"strength" of the perturbation (due to the electric field of the radiation source) is

appropriately characterized by a linear response model is to measure the ratio of

transmitted to incident radiation intensity l(z) -;-.1(0) (at a frequency w near Wo where

there is appreciable steady-state absorption of the radiatioq field) for a wide range of

incident intensities to see if this ratio remains constant. We did not rigorously perform

such measurements. However, qualitatively, when switching between laser beam

collimation methods with the Philips laser diode system, and thus changing the beam



156

intensity by a couple of orders of magnitude, the signal levels remained about the

same, and the transition line shapes were not measurably affected.

We can also make a quick estimate of the perturbation "strength" (energy)

from a calculation of the product jJE(O), where j1 is the transition moment and £(0) is

the cycle-averaged incident electric field [McHale]; e.g. see equation 7.36. The square

of the electric field can be readily estimated from £(0)2 = 21(0) -;- (c 1] EO). For an

incident laser beam diameter of 5 mm, the maximum (line-integrated) intensity of

nearly monochromatic laser radiation encountered on any single beam path would not

be more than about 5 mW per 2 x 10-5 m2. The speed of light (in a vacuum) is taken

as c = 3 x 108 m S-I , the index of refraction 1] = 1, and the electric constant EO = 8.85 x

10-12 F m- J (and recalling that the units of the Farad are given by F = C V-I = C2r 1
),

so that the upper bound estimate of the electric field seen by a chromophore is given

by: £(0) = ((2 x 5 x 10-3 J S-I) -;- (2 x 10-5 m2)) 112 x ((3 x 108 m S-l) x (8.85 x 10-12 c2

r l m- l)r Il2 ~ 434 Nt per C. The transition moment j1 for B f- X electronic transitions

in diatomic iodine at 675 nm can be estimated as 0.75 D ~ 2.5 x 10-30 C m

[Tellinghuesin], from which the perturbation energy is obtained: (434 Nt C- I
) x (2.5 x

10-30 C m) ~ 1 x 10-27 J. This upper bound estimate of the electric field is fairly

conservative; it is likely to be at least a couple of orders of magnitude smaller than

given in this estimate.

For comparison, the average energy of rotation is given by 2hcBe(J + 1). The

population of the rotation distribution at a temperature of292 K peaks at J ~ 52; we

will use this value for 1. The Planck constant is h = 6.626 x 10-34 J s and the speed of

light is 3 x 1010 em S-l. The rotation constant Be for the X and B electronic states of

diatomic iodine can be taken respectively as 0.03735 cm-1 and 0.02920 em-I, so that

the average rotational energies for these two states is roughly 7 x 10-23 J. The average

translational (kinetic) energy of diatomic iodine at 292 K can be approximated by kBT

-;- 2 = 1.38 x 10-23 J K- I x 292 K -;- 2 = 4 X 10-21 J. The energy required to break the

diatomic iodine single bond from low lying vibration levels of the X and B electronic
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states is on the order of2 x 10-19 J (from Figure 2.1). The transition energy (E = h v =

he -7- A) at a wavelength of A = 675 nm is about 3 x 10-19 J. Given the smallness of

the perturbation "strength" flE(O) in relation to these other energies that characterize

this system, it is considered reasonable to assume that these experiments are well

modeled by linear response perturbation theory.

It was thus determined that no further corrections of the observed spectral line

shape were necessary with regard to the exponential behavior ofthe Beer-Lambert law

or for nonlinear optical behavior, the latter having a parallel characterization at the

microscopic level as multi-photon events. The maximum (macroscopic) absorption of

radiation for the prevailing experimental conditions allowed for use of the linear limit

of the Beer-Lambert law (equation 5.4). And the electric field strength of the radiation

source was estimated to be weak enough so that consideration of single photon events

that are well isolated in time and space was assumed to be sufficient.

5.4 Diatomic Iodine Line Shape with Nuclear Hyperfine Structure

The nuclear hyperfine structure is due to electric and magnetic interaction

between the nucleus and electrons; see Sections 2.5 and 2.6 for more detail. The

nuclear hyperfine structure of a diatomic iodine B-X transition line shape appears as a

splitting of the Lorentzian (homogenous) component of an individual ro-vibronic line

shape into a relatively tight grouping of either 15 (even J") or 21 (odd J") transitions.

The wave number (or frequency) position of these nuclear hyperfine transitions is well

characterized by spectroscopic constants and quantum numbers used in model

Hamiltonians. Due to high precision saturation spectroscopy experiments with sub­

kHz resolution, knowledge of the hyperfine structure of diatomic iodine surpasses the

resolution capabilities of the spectra obtained during the course ofthis project [Kato;

Knockel]. The resolution achievable in a Doppler-limited line shape analysis might be
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an order of magnitude less than the frequency separation between data points, which

was approximately 20 MHz in this project. A much simpler characterization of the

nuclear hyperfine structure was thus considered to be generally suitable for this project.

5.4.1 Model for High-J Lines

For rotation quantum number values of J <; 20 the nuclear hyperfine structure

can be reasonably well characterized by only the change in the nuclear electric

quadrupole moment eQq [Schawlow]; this change is equal to the difference of these

quantities for the B and X electronic states: f1eQq = eQq' - eQq" (i.e. subtracting the

lower energy level eQq value from that for the upper energy level); approximate

values for these quantities are f1eQq = eQq' - eQq" =(- 600 + 2550) MHz = 1950

MHz =0.065 cm-1 [Blabla]. Extensive use was made of this single parameter

approach to characterizing the nuclear hyperfine structure for the line shape analysis;

deviation from this approach occurred only near the end of this project to investigate

several transitions with small (a.k.a. low) values ofJ, which will be the topic of the

next sub-section. In this high-J limiting case (i.e. large values of J) the nuclear

hyperfine structure for diatomic iodine is generally observed to collapse from 15 (even

J') or 21 (odd J') distinct nuclear hyperfine components into six groupings of

transitions that differ only in the relative intensity distribution among these groupings

for even and odd J' [Kroll]. The energy formula that describes this asymptotic high-J

limiting case of the nuclear hyperfine structure of diatomic iodine, based on the

nuclear electric quadrupole coupling constant alone, is given by:

E = Eo - A X b.eQq

= Eo - A X (eQq' - eQq//) (5.9)
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Figure 5.2 indicates that the energy Eo does not coincide with the maximum

absorption intensity (i.e. the line-center frequency va). The values of the eigenvalue :\.

listed in Table 5.1 are determined from an analysis of the asymptotic high-J limiting

case for diatomic iodine; it is a "reduced" eigenvalue determined by the difference of

eigenvalues for the nuclear electric quadrupole Hamiltonian of the X and B electronic

states of diatomic iodine.

Table 5.1 illustrates the intensity alternation between odd and even J" lines due

to nuclear spin statistics for the high-J asymptotic model. The high-J model also

predicts that transitions with odd and even J" will have different shapes. This "shape

alternation" is readily discernable in the wavelength-modulated spectrum of diatomic

iodine and, once identified, is also visible in the line profiles measured by direct

absorption. (Of course, it is relatively easy, especially when using wavelength

modulated lock-in detection, to invert the signal; e.g. compare Figure 5.3 to Figures

4.2 and 4.6)

Table 5.1 Diatomic iodine (b) nuclear hyperfine structure for J <: 20 (for the 127b
isotope, which has nuclear spin 5/2). Wave number position of the nuclear hyperfine
components is found from E = Eo + :\. x t:.eQq. The relative "intensity" contributions
(i.e. number of states) for each value of the eigenvalue for the odd and even j" cases
are listed; the total intensity ratio for odd to even J" is 21 -;- 15 = 7/5. The rotational
quantum number j" corresponds to the ro-vibronic state on the X electronic potential
energy surface.

eigenvalue (:\.)

+ 0.25

+ 0.1

+ 0.025

- 0.05

-0.125

- 0.2

odd j" intensity

3

4

4

3

4

3

even j" intensity

1

4

4

1

4

1
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Figure 5.2 Simulation of direct (i.e. not wavelength-modulated) linear absorption
spectrum (i.e. line shape) for an individual ro-vibronic transition of diatomic iodine
(b) between the X and B electronic states as a linear superposition of the underlying
hyperfine structure in the high-J limit. The intensity scales between the two plots are
the same. The dashed line in each plot is the anticipated direct absorption line shape
with !1eQq = 0.065 cm-1 (1950 MHz); individual groupings have a Gauss (Doppler)
width of 341 MHz.
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Figure 5.3 Simulation of wavelength-modulated linear absorption spectrum (i.e. line
shape) for an individual ro-vibronic transition of diatomic iodine (b) between the X
and B electronic states as a linear superposition of the underlying hyperfine structure
in the high-J limit. The intensity scales between the two plots are the same. The
dashed line in each plot is the anticipated wavelength modulated absorption line shape
with l:1eQq = 0.065 cm-I (1950 MHz); individual groupings have a Gauss (Doppler)
width of 341 MHz.
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The transition line shape using this single parameter can be readily simulated

for both direct and wavelength-modulated (first derivative) absorption spectra; such a

simulation is presented in Figures 5.2 and 5.3 with the assumption that the line shape

is entirely determined by a Gaussian distribution (i.e. entirely due to Doppler

broadening). The simulations obtained from this approximation of neglecting the

Lorentzian (homogeneous) component in the line shape correspond to the

experimental condition oflow total pressure (i.e. less than about 1 torr) in the gas cell,

in which case the Lorentz width will be on the order of about 10 MHz, or roughly

three percent of the Doppler width (ca. 341 MHz at a temperature of292 K).

5.4.2 Models for Low-JLines

Twelve low-J ro-vibronic transition line shapes of diatomic iodine were

studied in the range JI/= 6 to 26; all of these spectra were obtained using the New

Focus laser diode system with the gas cell at room temperature (292 K) and argon as

the buffer gas. These spectra were obtained from two slightly overlapped (by about

0.4 cm- I
) laser diode scan regions near the (v', v") = (4, 6) band head. The region

further away from the band head (14,946.17 to 14,948.43 cm- I
) appears to be slightly

less congested than the one that is closer. In the region further away from the band

head it was possible to find six low-J lines (and three high-J lines) that had (ro­

vibronic) line-centers roughly 2000 MHz from a single prominent neighboring line­

center and were otherwise well-isolated from other lines. The line shape of these six

low-J transitions (in the range J"= 14 to 26) were investigated by simultaneously

fitting this ro-vibronic line and its single prominent neighbor (i.e. two-line fit) using

the high-J asymptotic-limit nuclear hyperfine model (presented in the previous

section). The fit parameters allow for a unique determination of the line-center, the

Gauss width, the Lorentz width, and the change in the nuclear electric quadrupole
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coupling constant b.eQq moment for each of the ro-vibronic transitions in the two-line

fit.

In the scan region closer to the band head (14,948.08 to 14,950.29 em-I) six

ro-vibronic transitions (in the range j"= 6 to 20) were fOlmd with a single prominent

nearby transition, except that the wave number distance between line-centers was

approaching half of what it was in the scan region further from the band head. Two­

line fits were also performed for the region closer to the band head, but instead used a

more general nuclear hyperfine model for the undiagonalized nuclear hyperfine

Hamiltonian [Bunker; Borde 1; Borde 2]; the fitting algorithm performed the

mathematical operation of diagonalizing the effective nuclear hyperfine Hamiltonian

on each pass of the nonlinear fitting routine. This more general nuclear hyperfine

Hamiltonian is a function of j" and]" the nuclear electric quadrupole moments eQq'

and eQq". The fit parameters allow for a unique determination of the line-center, the

Gauss width, the Lorentz width, and the change in the nuclear electric quadrupole

moments b.eQq for each ofthe ro-vibronic transitions in the two-line fit. The two-line

fitting algorithm based on the more general nuclear hyperfine Hamiltonian appeared to

be effective for values of],' <; 6; for lower values of]" the recorded (i.e. observed)

line shape begins to deviate too much from the model line shape, as seen in the fit

residuals for ]" = 5. It has been mentioned in the literature that the nuclear hyperfine

model for low-J lines may need to account for an additional selection rule gradually

turning-on (i.e. changing from an "un-allowed" to an "allowed" transition), which may

account for what appeared to be a gradual breakdown of the line shape analysis in

going to lower values of]" [Yoshizawa].

In order to gain some additional understanding and experience with the nuclear

hyperfine model algorithms, a comparison of the fit results obtained from the more

complete nuclear hyperfine model and the high- J model was made for diatomic iodine

Feature E (]" = 69) and Feature F (]" = 122). These diatomic iodine features have a

line shape that agrees well with the high-J limit (J <; 20) nuclear hyperfine model
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(depicted in Table 5.1). For a few fits covering different pressures of buffer gas, the

fit results and statistics were nearly identical, and it is evident in a visual comparison

that the residual plot corresponding to the more complete nuclear hyperfine model is

only slightly flatter (i.e. smaller and flatter) than that of the high-J model. Attempts

were also made to account for the magnetic dipole nuclear hyperfine coupling term

when using either the high-J or more general nuclear hyperfine model, but the fit

results and statistics were rather insensitive to the value of this parameter; the limiting

factor here is likely to be the resolution of the spectra from this project (ca. 20 MHz

between data points) versus the relatively small magnitude of the magnetic dipole

(a.k.a. spin-rotation) term [Bunker].

5.5 Voigt Line Shape and Nonlinear Fitting

The fitting routine is structured so that the model line shape parameter space

corresponds to the direct (or un-modulated) absorption line shape. The fitting routine

employs a nonlinear regression algorithm (i.e. not a simple polynomial), and so an

initial guesstimate must be provided for the value of all fit parameters. The fitting

routine is configured so that the numerical derivative of the model line shape is taken

on each pass of the fitting routine and then compared to the observed wavelength­

modulated line shape; the fitting routine then adjusts the fit parameter values or

terminates the fitting procedure based on this comparison. (The capabilities of the

computer application "Igor" are sufficiently developed so that it is a convenient

platform for data collection, data reduction, and data analysis.)

The fit parameters for the direct linear absorption line shape (i.e. not

wavelength-modulated) include the Gauss and Lorentz widths (FWHM); the

amplitude (i.e. signal deflection); a line-center; a constant baseline offset and a slope.

Since an offset has no meaning in a first-derivative spectrum, the typically available

offset parameter (in the nonlinear fit routine for the Voigt profile) was transformed
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into a slope parameter to account for the observed behavior of direct absorption

spectra in which the baseline signal (i.e. in the absence of an absorption signal) is

generally seen to undergo a modest and nearly linear change across a spectral region

somewhat larger than that of a single line shape (fairly noticeable on the scale of about

0.1 cm- I
); the use of an auto-balanced detector can reduce this effect considerably.

When using the high-J asymptotic-limit nuclear hyperfine model, the ro­

vibronic transitions must first be identified as odd or even J" so that the correct

nuclear hyperfine structure intensity pattern (Table 5.1) can be correctly configured in

the fitting algorithm; as Figure 5.3 illustrates, for reasonably well resolved (i.e.

sufficient signal and sufficiently unblended with neighboring lines) ro-vibronic

transitions, this identification can be done by inspection. The nuclear hyperfine

structure parameter l1eQq is determined only for the reference gas cell and held fixed

at these values when modeling the line shape for the sample gas cell for that pair of

simultaneously recorded spectra.

The line shape analysis typically included data points extending to the wings of

the line where the signal still has discernable amplitude above the nearby baseline.

Most of the results presented in this dissertation are from a line shape analysis of

observed (recorded) transitions in the region spectral region 14,817.95 to 14,819.45

cm- I using the Philips laser diode system; the lines in this region are reasonably well

isolated so that the nonlinear regression was configured for single-line fits. The other

spectral region from 14,946.17 to 14,950.29 cm-1 was briefly studied was done so for

its low-J line content (as described in the previous section). As Figures 4.11 and 4.12

illustrate, the congestion of lines in this region gives rise to blended lines, which

makes it necessary to fit more than one line at a time. All of the results from this

region were obtained by simultaneously fitting two lines.

Calculating the Voigt profile by direct convolution of a Gaussian and

Lorentzian distribution functions is too computationally demanding to be practical for

routine line fitting. The nonlinear fitting routine that the computer application "Igor"

used provides an analytic approximation to the Voigt profile based on the Humlicek
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algorithm [Schreier; Humlicek; Drayson; Armstrong; Whiting]. This algorithm is

specified to have a relative accuracy better than 0.0001 = 10-4
. (Igor is made available

by WaveMetrics, Inc., Portland, Oregon.)

The remainder of this section explores the behavior and limitations of this

algorithm. Voigt distributions with a constant Doppler component FWHM width

(0.01 cm-1
~ 300 MHz), a few Lorentz FWHM widths (3,30, and 300 MHz), and

centered at 14,819.0 cm-1 were created by numerical integration (convolution) in the

computer application Mathematica and exported to Igor for fitting, the results of which

are presented in Figure 5.4 and Table 5.2. (Mathematica is made available by

Wolfram Research, Inc., Champaign, Illinois.) The Voigt profile simulations were

computed point-by-point and by the generation of interpolation functions, with no

noticeable differences between these two methods. Each of the fits include 201 data

points; the relative spacing (step size) between data points is 15 MHz and thus span a

range of 0.05 cm- I to either side of the line center. The Voigt widths listed in column

two of Figure 5.2 are determined (in Mathematica) by interpolation between the

nearest two data points on either side of the distribution peak that straddle the FWHM

positions. The Igor fitting algorithm allows for parameters to be floating (i.e.

determined by the fitting routine) or held fixed during the nonlinear regression

analysis. The option of setting the Doppler width parameter as floating or fixed is

explored in the following tables and figures. All simulations and nonlinear regression

analysis were carried out in wave number units (cm- I
). The parameters values in the

first five columns of Table 5.2 were converted from units ofcm-1 to MHz using the

approximate relationship 30,000 MHz per cm-1
, and are thus systematically too large

by about 0.07%, as compared to using a more accurate conversion factor (e.g.

29,997.9 MHz per cm- I
).

In the Humlicek algorithm the Voigt width (FWHM) is (according to the Igor

help files) given approximately by equation 5.6. The subscripts V, L, and G are

abbreviations for Voigt, Lorentz, and Gauss, respectively, in equation 5.6. The full
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width at half-maximum height (FWHM) for each these components is !1vv, !1VL, and

!1Vo (and recalling that !1w = 27f x !1v). Accounting for the propagation of error of

uncorrelated fit parameters, it is found that the uncertainty in the Voigt width is

roughly the same as that for the Lorentz width; see also Section 1.6.
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Figure 5.4 Residuals of fits to Voigt distributions using the Humlfcek approximation
with a constant Gaussian component of 300 MHz FWHM. The Lorentzian component
widths (FWHM) in the simulated Voigt shape are indicated in the plots. As annotated
in the figure panels, the upper set of residuals are for a fitting routine that allowed the
Gauss (Doppler) width parameter to float and the lower set are for fixed Gauss width.
Also, as annotated in the "floating Gauss" panel the amplitude scale of the residual
with a Lorentz width of 300 MHz has been increased by a factor often.

All of the simulated Voigt line shapes were scaled to the same total signal

deflection so that comparison of the residual in the line shape analysis would be easier

to interpret both visually and statistically; the scale chosen set the first derivative line

shape lobe-peak amplitudes to ±5.74, which is consistent with the experimental
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voltages encountered in wavelength modulation spectroscopy using lock-in amplifiers.

The worst case relative error of roughly 0.01 % occurred with fixed Gauss widths,

which agrees with the stated accuracy in the Igor documentation. The few points in

the residual plot of the upper panel of Figure 5.4 for a floating Gauss fit parameter that

appear as strong discontinuities are likely to be artifacts of the approximate analytic

model for the Voigt line shape.

Table 5.2 Fits to simulated Voigt line shapes using the Humlicek analytic
approximation. The Lorentz width (LlvL) for each of the simulated (convolved) line
shapes is given in the first column; the Doppler width (Llvo) in the simulated line
shapes was set to 0.01 cm- I

. The FWHM Voigt width (Llvv) for the simulation is
given in the second column. The units in the first five columns are MHz. The
uncertainties of these fit results are given parenthesis in units of the last significant
figure. The Voigt widths (Llvv) for the nonlinear fit line shape are calculated using
equation 5.3; see the text for more details. The last column gives the relative error (J

as the ratio of the fit residual standard deviation and the maximum signal deflection (2
x 5.74) and increased by a factor of 104

. The first three rows are for a floating Gauss
width parameter and the last three are for fixed Gauss width.

Simulation Nonlinear Fit

LlvL LlVy Llvo LlvL LlVy (J x 104

3 301.6 300.657(13) 3.067(27) 302.19 0.28

30 316.3 300.690(3) 30.01230(3) 316.07 0.23

300 491.3 300.690(4) 300.006(5) 486.03 0.057

3 301.6 300 (fixed) 4.449(27) 302.23 1.1

30 316.3 300 (fixed) 31.417(27) 316.12 1.1

300 491.3 300 (fixed) 301.005(21) 486.14 0.81

In summary, the nonlinear fitting routine accuracy surpasses the resolution of

the spectra recorded during this project for both laser systems. In the case of the

Philips laser diode system the limiting factor appears to be the stability of the laser.

However, the limiting factor for the New Focus laser diode system appears to be the

12-bit data collection hardware; the use of 16-bit data acquisition hardware with this
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laser diode system might reach the limits of the nonlinear regression accuracy for the

approximate Voigt profile as given by the Humlicek algorithm.

5.6 Wavelength Modulation and De-Modulation

It is fairly well established that the signal from a wavelength-modulated

absorption experiment is linearly proportional to the modulation depth in the limit that

the modulation depths are much smaller than the chromophore lines being studied

[Demtroder]. It is thus important to determine that the modulation depth is not

affecting the observed line shapes in a manner that is nonlinear, and thus that they are

correctly described by a Voigt distribution. Simulations of the Voigt line shape for a

monochromatic radiation source were first computed in "Mathematica" using (what

that program refers to as) interpolation functions; these are the same line shapes used

in the previous section of this chapter. The recorded wavelength-modulated line

shapes were then numerically computed using previously derived equations that model

the output signal obtained from a lock-in amplifier with its modulation frequency set

equal to that of the wavelength-modulated radiation source [Arndt; Silver].

The resulting simulations of wavelength-modulated line shapes obtained for a

series of wavelength modulation depths (from zero to 300 MHz); the homogeneous

(Lorentz) widths (FWHM) were 3, 30, and 300 MHz; and the Gauss (Doppler) width

was fixed width at 300 MHz. These simulated wavelength modulation spectra were

then subjected to the nonlinear fitting routines in Igor using a Voigt line shape model.

The results of the nonlinear fitting of the simulated wavelength-modulated

spectra are presented in Table 5.3 for a range of Lorentz widths (FWHM) and

wavelength modulation depths that are typically encountered in an experimental

setting. It was estimated that keeping the modulation depth within about a factor of

two of 30 MHz and allowing the Doppler width to float are the optimal settings for

this spectroscopic method under these experimental conditions. The parameter values
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in the first four columns of Table 5.3 and the first two columns of Table 5.4 were

converted from units of cm-I to MHz using the approximate relationship 300 MHz per

cm- l and so these are systematically too large by about 0.07%, as compared to using a

more accurate conversion factor.

Table 5.3 Wavelength-modulated simulations and nonlinear regression results from
Igor using the Humlicek approximation. The units of the first four columns are MHz.
The tmcertainty of the Gauss and Lorentz fit parameters is given parenthesis in units
of the last significant figure. The relative error (J reported in the last column is
calculated in the same manner as the last column of Table 5.2. The first nine rows are
for a floating Gauss width parameter and the last nine are for fixed Gauss width.

3
3
3

30
30
30

300
300
300

3
3
3

30
30
30

300
300
300

Simulation

modulation
depth

3
30

300
3

30
300

3
30

300
3

30
300

3
30

300
3

30
300

300.003(12)
302.070(12)
515(14)
300.039(10)
302.109(11 )
524(12)
300.030(1)
302.088(1)
545(5)
300 (fixed)
300 (fixed)
300 (fixed)
300 (fixed)
300 (fixed)
300 (fixed)
300 (fixed)
300 (fixed)
300 (fixed)

Nonlinear Fit

3.043(27)
3.024(27)
0(30)

29.984(22)
29.958(22)

0(26)
299.995(2)
299.989(2)
200(9)

3.050(7)
7.367(81)

383(12)
30.063(6)
34.232(81)

398(12)
300.036(1)
303.015(63)
571 (7)

0.28
0.27

226
0.22
0.23

198
0.021
0.023

66
0.28
3.4

432
0.23
3.4

409
0.040
2.5

254
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Figure 5.5 Simulations of wavelength-modulated phase-sensitive detection (i.e. when
using a lock-in amplifier) for idealized line shape in the absence of nuclear hyperfine
structure for three different modulation depths. The Gauss (Doppler) and Lorentz
simulation widths are 300 MHz and 30 MHz, respectively. The Doppler width was
allowed to float in these fits. The annotations on the right side of plot region are the
modulation depths. Lower set of plots: The solid line is the Voigt profile found by
convolving the Gaussian and Lorentzian components in Mathematica at a resolution
(step size) of 15 MHz. The circles trace the line shape of the de-modulated spectrum
obtained with a lock-in amplifier. The best fit line shape has been included as a grey
line for the simulation at a modulation depth of 300 MHz. Top set of plots: the
residuals for fits ofthe simulated signal behind a lock-in amplifier to the pure Voigt
line shape. The amplitude of the top two residual traces has been increased by a factor
of 100.
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The deviation of the observed line shape from that of a true first-derivative can

be expected to have a systematic error associated with it. For the modulation depths

used in this project, the simulations presented in this section suggest that the

contribution of such a systematic error to the error of the measured values of the line

width and line-center shift is relatively small.

A visual comparison of the simulated and best fit Voigt line shapes are

presented in Figure 5.5. The changes in the width and amplitude of a simulated

wavelength-modulated line shape detected with a lock-in amplifier are listed in Table

5.4; instead of the more commonly used FWHM, the line width used in this table is

the frequency (or wave number) separation of the local maximum and minimum

amplitudes (a.k.a. signal levels) in the lobes of the first derivative line shape.

Table 5.4 Simulated line shape width and amplitude for range of modulation depths.
The Gaussian (Doppler) and Lorentzian (homogeneous) components are set to 300
MHz and 30 MHz, respectively. The first two columns are in units of MHz. The first
column is the wavelength modulation depth. The second column is the frequency
separation between the maximum and minimum amplitudes of each lobe (in a first
derivative spectrum). The peak-to-peak first derivative amplitudes are scaled to the
peak-to-peak first derivative amplitude of an un-modulated Voigt profile, which has
its amplitude set equal to one.

modulation depth
o
3

30
60
90

120
150
180
210
240
270
300

lobe separation
270.0
270.0
270.0
270.0
270.0
300.0
300.0
330.0
360.0
420.0
450.0
510.0

amplitude
1
1.004
9.917

19.10
26.91
33.10
37.42
40.24
41.72
42.28
42.32
41.93
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5.7 Effects of Neighboring Lines on Shape and Position

Observed line shapes and line-center position are affected by the overlap of

neighboring lines. This can lead to systematic changes in the line widths and line­

center position (as a function of buffer gas pressure), and thus to systematic errors in

the pressure broadening and pressure shift coefficients. The effects of neglecting the

overlap of neighboring lines in the single-line fits were examined through another

simulation. Individual line profiles were calculated for the region 14,817.95 to

14,819.45 cm- l using the line-center and relative intensity data of Table 4.3, and then

added together to form a simulated spectrum for this region. Two such spectra of this

region were constructed by simulating the individual lines with a Gaussian line shape

at two different widths, 600 and 1400 MHz, a range consistent with the widths of lines

observed in this project (e.g. argon has a pressure broadening coefficient of about 8

MHz per torr for pressures of zero and 100 torr). Without loss of generality, the

simulations and analysis were simplified by not including the nuclear hyperfine

structure in the simulated line shapes. As well, if we assume a pressure coefficient (i.e.

line-center shift per unit of pressure) that is the same for each of the simulated lines,

then investigating the effect of changes in the line-center position due to line shape

distortions does not require inclusion of this term in the simulated line shapes.

The limitations of the single-line nonlinear fitting method were then

investigated through two different sets of fits to Features A, B, E, F, H, and I (see

Table 4.3) using a Gaussian line shape model that contained parameters for amplitude,

line-center, and width (FWHM). The two sets of fits differ in the data points included

in the single-line fits; a "narrow-fit" used the low pressure spectrum to determine the

fit range and a "wide-fit" used the high pressure spectrum to determine the fit range.

The fit range covers the spectral region where the (direct absorption) signal is
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deflected from the baseline by a few percent relative to the maximum absorption near

the line-center.

The percent changes in the pressure broadening (% f1Bp) and pressure shift (%

f1Sp) coefficients for the two sets of fits are presented in Table 5.5. The percent

change in these coefficients was computed from (input value - simulated value) -;­

(input value) x 100. The change in pressure shift coefficient was compared to the case

that the input value was 1.25 MHz per torr for all lines in the simulations at pressures

of zero and 100 torr (i.e. a typical value for argon).

It is apparent in Table 5.5 that the results obtained from the narrow-fit are

slightly more reliable than those of the wide-fit. The line shape analysis of the spectra

in this project treated the data in the manner described for the narrow-fit. However,

the narrow-fit results still indicate that neighboring lines in a diatomic iodine spectrum

place a lower limit on the accuracy of pressure broadening and pressure shift

coefficients to a few percent when using a single ro-vibronic line shape model for

diatomic iodine.

Table 5.5 Simulated changes in pressure broadening (f1Bp) and pressure shift (f1Sp)

coefficients of diatomic iodine (1]) from a linear superposition of Gaussian line shapes
for the spectral region 14,817.95 to 14,818.45 cm- I

. The percent change in the
coefficient is defined in the text.

Narrow-fit Wide-fit

Feature % f1B p % f1Sp % f1B p % f1Sp

A -0.18 -2.64 -8.04 -2.16

B -1.91 4.48 -8.69 10.56

E -0.66 -0.96 -0.40 -2.40

F 0.16 -0.48 0.21 -0.72

H 3.40 10.32 3.31 12.96

I -0.24 -2.40 0.16 -3.60
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5.8 Some Fit Results and Comparisons

The purpose of this chapter in large part is to provide some details that might

be useful in understanding the limitations of the experimental and modeling methods

employed in this project. This section examines (and compares) the fit results

obtained from a sub-set of the room temperature (292 K) experimental data.

Individual scans (spectra) are fit one at a time using a nonlinear regression algorithm

in which the model line shape is a Voigt profile that takes into account the hyperfine

structure of diatomic iodine in the high-J' limit. Presentation of the fit results will be

separated into two sub-sections; the details of the fitting for a single ro-vibronic

transition will first be presented, followed by the details of the fit results for the entire

spectral region 14,817.95 to 14,819.45 em-I. The fit results presented are for the

experimental situation that both the reference and sample gas cells were at room

temperature and the buffer gas was argon. The goal of the nonlinear regression is to

obtain the Lorentz width (FWHM) and line-center shift as function of pressure, form

which the pressure broadening and pressure shift coefficients are calculated,

respectively.

It is not obvious from looking only at the uncertainty in the nonlinear line

shape fit results (which are then propagated in the usual manner for uncorrelated fit

parameters into the uncertainties of the pressure broadening and pressure shift

parameters) how to assess their precision and/or accuracy.

In spite of considerable effort we did not discover the means to tame these

experiments to better than about 10% precision for the pressure broadening and

pressure shift parameters. And a standard against which to compare the absolute

accuracy of the results presented in this dissertation does not yet exist; at best, semi­

quantitative comparisons are available. Nonetheless, some of the details and results of
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the fitting procedure will be given below (on the premise that this information could

be useful in the future).

5.8.1 A Single Diatomic Iodine Feature

This sub-section examines a portion of the nonlinear regression results of the

diatomic iodine transition (4, 6) R(129) (a.k.a. Feature A) at 14,818.05 cm-1 (see

Table 4.3) in the presence of argon as the buffer gas. Data is presented from

nonlinear regression analysis in which the Gauss (Doppler) width is set to floating (i.e.

measured) and fixed (i.e. predicted). The spectra were obtained using the Philips laser

diode system with the reference and sample gas cells at room temperature (292 K).

Wave number calibration was performed using two diatomic iodine spectral features

(Features D and G), as described in Sub-Section 4.6.1).

A typical set of observed line shapes and nonlinear regression analysis

(calculated) are plotted together in the lower panel of Figure 5.6, one scan (i.e.

spectrum) for each of the seven pressures of the buffer gas (stack plot); the residuals

for these fits are presented in the upper panel of Figure 5.6, obtained by subtracting the

calculated line shape from the observed. The Gauss width was set as a floating

parameter in the nonlinear regression analysis of these spectra. While the spectra

presented in Figure 5.6 are not the absolute best (in terms of SIN ratio), they are

similar to all other spectra analyzed in this project; the fit results of all recorded

spectra in this project do not come close to exceeding the resolution offered by the

nonlinear regression algorithms in Igor.
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Figure 5.6 A single observed (grey) and calculated (black dots) traces of diatomic
iodine (b) Feature A at 14,818.06 cm- I for each of the seven argon pressure (stack
plot) in the sample gas cell at room temperature (292 K). The pressure in the sample
gas cell are ordered the same in both the residual (upper) and signal plots (lower); the
pressures are given in Table 5.6. The line-center at each pressure is marked by a dot
inside the circle. The trace and residual plots have been vertically offset for clarity.
The Gauss width was set to floating.
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Figure 5.6 and Tables 5.6 and 5.7 suggest that the quality of the recorded

spectra (i.e. observed data) and the quality of the fit of a model line shape to these

spectra are sufficient to provide modestly accurate pressure broadening and pressure

shift coefficients. The implementation of more rigorous calibration methods, more

complete nuclear hyperfine models for the theoretical line shape, and/or the recording

of (Doppler-limited) spectra with a larger signal-to-noise ratio (SIN) (e.g. when using

the New Focus laser diode system) do not appear to offer an overtly obvious

significant improvement in the quality (accuracy and/or precision) of the pressure

broadening and pressure shift coefficients.

Figure 5.6 shows that neglect of the line-center fit results for the reference

trace channel can diminish the accuracy of the observed trend in the line-center shift,

as seen in the reversal of the line-center position for the third largest pressure (29 torr)

in the sequence. In Figure 5.7, the line-center and line-widths of the reference gas cell

obtained by subtracted from the corresponding quantity for the sample gas cell are

shown in the hash marks just to the right at each buffer gas pressure; calculating the

relative diiIerence in line-center position between the reference and sample gas cells

(a.k.a. internally-referenced) in each recorded spectrum has a profound effect, tacitly

interpreted as an improvement on the accuracy and precision of the line-center shift

results and thus the pressure shift coefficient. However, this method of calculating the

relative change in a pressure-dependent parameter did not appear to affect the pressure

broadening coefficient; the value of this coefficient obtained directly from the Lorentz

widths in the sample gas cell are statistically equivalent to that obtained from the

difference in the line widths between the traces in the sample and reference gas cell

channels. It is perhaps worth mentioning that a relatively constant additional Lorentz

width that is present at all pressures, such as might be introduced by the line width of

the laser or the constant pressure of diatomic iodine, is by definition not dependent on

pressure and thus will not contribute to the pressure broadening coefficient.
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Table 5.6 Nonlinear regression fit results for the spectra of diatomic iodine (h) Feature
A presented in Figure 5.6; Gauss width (FWHM), Lorentz width (FWHM), line-center
position (vo), and nuclear electric quadrupole coupling constant (f1eQq). The f1eQq
values were obtained from the reference gas cell and held fixed in the nonlinear
regression analysis of the sample gas cell line shape. The uncertainties of these fit
results are given in parenthesis in units of the last significant figure. The scan
direction was from low to high wave number (a.k.a. "up scan").

Pressure (torr) Gauss (MHz) Lorentz (MHz) Vo (em-I) f1eQq (MHz)

88.47 404(52) 559(55) 14818.0444(0.6) 1939(4)

50.47 372(14) 353(18) 14818.0445(0.3) 1956(4) -',\

28.87 351(8) 195(12) 14818.0484(0.3) 1921(4)

16.53 352(2) 115(0.1) 14818.0457(0.3) 1948(4)

9.53 368(5) 26(11 ) 14818.0481 (0.2) 1936(4)

5.47 351 (7) 32(13) 14818.0491 (0.3) 1918(4)

0.18 344(6) 0(12) 14818.0496(0.3) 1909(4)

Table 5.7 Relative error in observed and model diatomic iodine (h) line shape. The
spectral and nonlinear regression results are presented in Figure 5.6. The maximum
signal ("max signal") is the difference of the maximum and minimum signal
deflections of the calculated line shape at each pressure of the buffer gas. The
uncertainty in the fit is taken as the standard deviation in the residual CTresidual. The
relative error is given by the ratio CTresidual -;- (max signal), and the signal-to-noise ratio
("SIN") is taken as the reciprocal of this quantity.

pressure (torr) max signal CTresidual error SIN

88.47 2.61 0.053 0.02 49

50.47 2.96 0.037 0.012 80

28.87 2.36 0.027 0.011 87

16.53 2.71 0.033 0.012 82

9.53 2.25 0.021 0.0093 107

5.47 1.95 0.027 0.014 72

0.18 2.19 0.032 0.015 68
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Figure 5.7 Comparison of sample channel fit results (a.k.a. direct fit results) to the
difference of the fit results between the sample and reference (gas cell) channels for
the line width (top plot) and line-center shift (bottom plot) for diatomic iodine (h)
Feature A with argon as the buffer gas at room temperature (292 K). The comparison
is made for each pressure of the buffer gas with the direct fit results offset by -1 torr
and the difference in fit results offset by 1 torr from the actual (measured)
experimental pressures, as indicated in the annotation in the top panel. The direct line­
center fit results in the lower panel are offset so that the average of the zero pressure
data coincided with the average of the difference fit results. The data presented in
these plots was obtained with the Philips laser diode spectrometer with the Gauss
width set to floating, and is comprised of 68 scans from low to high wave number ("up
scans"). The Gauss width was set to floating. The data used to construct these plots is
contained in Tables 5.8 and 5.9.
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Tables 5.8 through 5.11 lists the average value of the Lorentz width and the

line-center positions of diatomic iodine spectral Feature A, and their statistical

uncertainties (i.e. standard deviations) for each of the seven argon pressures

investigated (columns labeled "Pressure"). Scanning (i.e. tuning) the laser in the

direction of increasing wave number is labeled as an "up scan" and scanning the laser

in the direction of decreasing wave number is defined as a "down scan". There were

68 scans (i.e. spectra) in each of the two possible scan directions; the numbers of scans

at each pressure are listed in the columns labeled "scans".

Table 5. 8 Average Lorentz widths (FWHM) of diatomic iodine (b) Feature A for the
reference and sample gas cell channels with argon as the buffer gas ("Pressure") at
room temperature (292 K); the Gauss width was set to floating in these fits. The
uncertainties of these fit results are given in parenthesis in units of the last significant
figure. The Lorentz widths tabulated in the last four columns are in units of MHz. The
number of spectra used in determining the averages and their standard deviations are
given in the "scan" column. Scanning the laser in the direction of increasing wave
number is labeled by "up scan" and scanning in the direction of decreasing wave
number is labeled by "down scan".

up scan down scan

Pressure (torr) scans reference sample reference sample

0.18 6 0.6(14) 0(0) 0.003(84) 0.04(97)

5.47 10 6.9(86) 35(17) 3.3(62) 24(11 )

9.53 10 4.7(83) 57(18) 2.6(39) 50(10)

16.53 11 2.9(67) 100(18) 0.7(18) 97(12)

28.87 10 2.2(68) 192(14) 6.1(54) 188(15)

50.47 12 6.0(77) 349(30) 3.7(50) 327(21)

88.47 9 4.6(80) 571(61) 5.1(55) 500(62)

The results listed in Tables 5.8 and 5.9 were calculated from fit results that had

the Gauss width set to floating. The results listed in Tables 5.10 and 5.11 were

calculated from fit results that had the Gauss width set to the theoretically predicted

fixed value of 341 MHz for diatomic iodine at 292 K.
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Table 5.9 Average line-center shift of diatomic iodine (h) Feature A for sample gas
cell with argon as the buffer gas ("Pressure") at room temperature (292 K); the Gauss
width was set to floating in these fits. The "direct" column lists the line-center fit
results for the sample channel alone, translated so that the zero pressure line-center
position lines up with that of the "difference" line-center at this pressure. The
"difference" column lists the line-center shift calculated by subtracting the fit results
of the reference channel line-center from those of the sample channel for each scan.
The line-center shifts tabulated in the last four columns are in units of MHz. The
uncertainties of these fit results are given in parenthesis in units of the last significant
figure. The number of spectra used in determining the averages and their standard
deviations are given in the "scan" column. Scanning the laser in the direction of
increasing wave number is labeled by "up scan" and scanning in the direction of
decreasing wave number is labeled by "down scan".

up scan down scan

Pressure (torr) scans direct difference direct difference

0.18 6 -5.0(236) -5.0(38) 7.3(164) 7.3(30)

5.47 10 -27(20) -13(4) -5.6(183) -1.1(36)

9.53 10 -27(14) -18(4) -8.0(98) -5.8(44)

16.53 11 -40(16) -29(4) -21(19) -16(4)

28.87 10 -55(26) -44(4) -34(13) -30(4)

50.47 12 -90(14) -75(4) -70(10) -59(4)

88.47 9 -139(16) -133(5) -117(11) -115(5)

Tables 5.8 and 5.10 list the average Lorentz widths obtained from both the

reference and sample channel spectra. In Table 5.8, the zero width fit results at 0.18

torr are unusual, rarely occurring during the course of this project; that three such zero

widths were obtained for Feature A is quite anomalous, but reproducible in the case of

this set of spectra.



183

Table 5.10 Average Lorentz widths (FWHM) of diatomic iodine (12) Feature A for the
reference and sample gas cell channels with argon as the buffer gas ("Pressure") at
room temperature (292 K); the Gauss width was held fixed at 341 MHz in these fits.
The unceliainties of these fit results are given in parenthesis in units of the last
significant figure. The Lorentz widths tabulated in the last four columns are in units of
MHz. The number of spectra used in determining the averages and their standard
deviations are given in the "scan" column. Scanning the laser in the direction of
increasing wave number is labeled by "up scan" and scanning in the direction of
decreasing wave number is labeled by "down scan".

up scan down scan

Pressure (torr) scans reference sample reference sample

0.18 6 20(6) 16(7) 0(0) 0.0003(8)

5.47 10 21(3) 55(3) 0.1(4) 28(5)

9.53 10 21(4) 84(5) 0.01(4) 54(4)

16.53 11 23(4) 133(6) 0(0) 102(4)

28.87 10 20(7) 217(6) 0.4(11) 191 (5)

50.47 12 23(3) 373(10) 0(0) 333(8)

88.47 9 20(4) 623(21) 0.4(9) 576(21 )

Tables 5.9 and 5.11 list the average values ofthe absolute line-center position

of the sample gas cell channel (direct) and the relative line-center position obtained at

each pressure by subtracting the reference gas cell line-center from the sample gas cell

line-center (difference) are both reasonably well (statistically) determined, with the

latter being a bit better than the former. The line-center shift coefficients calculated in

this project used the difference in line-center position between the reference and

sample gas cell channels.
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Table 5.11 Average line-center shift of diatomic iodine (h) Feature A for the sample
gas cell with argon as the buffer gas ("Pressure") at room temperature (292 K); the
Gauss width was held fixed at 341 MHz in these fits. The "direct" column lists the
line-center fit results for the sample channel alone, translated so that the zero pressure
line-center position lines up with that of the "difference" line-center at this pressure.
The "difference" column lists the line-center shift calculated by subtracting the fit
results of the reference channel line-center from those ofthe sample channel for each
scan. The line-center shifts tabulated in the last four columns are in units of MHz.
The uncertainties of these fit results are given in parenthesis in units of the last
significant figure. The number of spectra used in determining the averages and their
standard deviations are given in the "scan" column. Scanning the laser in the direction
of increasing wave number is labeled by "up scan" and scanning in the direction of
decreasing wave number is labeled by "down scan".

up scan down scan

Pressure (torr) scans direct difference direct difference

0.18 6 -5.5(241) -5.5(40) 7.0(171) 7.0(40)

5.47 10 -27(20) -13(3) -5.4(183) -1.2(35)

9.53 10 -28(18) -18(5) -7.8(98) -6.0(4)

16.53 11 -40(16) -28(3) -21(19) -16(4)

28.87 10 -55(26) -44(4) - 34(13) -30(4)

50.47 12 -90(14) -75(4) -69(10) -58(4)

88.47 9 -138(16) -133(5) -118(10) -116(5)

5.8.2 The Spectral Region 14,817.95 to 14,819.45 cm- l

This sub-section takes a more global view by considering all six of the

diatomic iodine transitions typically analyzed in the region 14,817.95 to 14,819.45

cm-1 (see Table 4.3) in the presence of argon as the buffer gas. All of the spectra

were obtained with the gas cells at room temperature (292 K). Tables and plots of the

averages of some of the important fit parameters are given below. There is a table for

each of the following fit parameters: b.eQq, reference gas cell Lorentz width, reference

gas cell Gauss width, sample gas cell Gauss width, pressure broadening coefficient,
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and pressure shift coefficient. Each table lists the parameter values obtained from

nonlinear regression analysis of these six diatomic iodine transitions; each of the five

columns of fit results represents a unique analysis; two columns of the fit results for

the down (~) and up (I) scan spectra obtained with the Philips laser diode system and

calibrated using two diatomic iodine features (Features D and G); two columns of the

fit results for the down (J,) and up (1') scan spectra obtained with the Philips laser

diode system and calibrated using etalon fringes and most of the diatomic iodine lines

in the region. (Scanning (i.e. tuning) the laser in the direction of increasing wave

number is referred to as an "up scan" and scanning in the direction of decreasing wave

number is labeled by "down scan") The last column (JJ,) of these tables lists results for

spectra obtained with the New Focus laser diode system and calibrated using etalon

fringes and most of the diatomic iodine line in the region; the manufacture specifies

that this laser system should only be scanned in the direction of decreasing wave

number.

There were 68 spectra recorded with the Philips laser diode system for each

scan direction, with roughly equal numbers of scans at each of the seven pressures; see

Table 5.7 for details on the buffer gas pressure and the number of scans at each

pressure of the buffer gas for this laser system (i.e. spectrometer). There were a total

of24 spectra recorded with the New Focus laser diode system, four scans at each of

six pressures; these pressures in units of torr were 5.23, 8.87, 15.49,27.71,49.63, and

89.65; unfortunately, zero pressure spectra of the sample gas cell were not recorded.

Except for the last two tables, all of the tables and figures below had the Gauss width

parameter set to floating in the nonlinear regression analysis. In Tables 5.13 through

5.20 the H* and 1* results are for spectra obtained with the New Focus laser system

for which the Lorentz width in the reference gas cell channel was constrained to be

less than or equal to 15 MHz and the Gauss width was allowed to float; the fit results

from this channel were used as the initial values in the subsequent nonlinear regression

for the sample gas cell channel.
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Table 5.12 Prominent spectral features of diatomic iodine (b) in the region
14,817.95 to 14,819.45 cm- I

. The states involved in the transition are given by (v',

v") RlP()") where R has tJ,.J = J' - J" = +1 and P has M = -1; v' and v" refer to the
vibration quantum number of the upper and lower energy levels, respectively..J" is
the rotation quantum number of the lower energy level. The wave number position
of the line-center at low total pressure is given by vo. The left-hand side
corresponds to the feature label order in terms of increasing wave number; the right­
hand side corresponds to the ordering based on increasing J"

Feature and Vo ordered (Chapter V) J" ordered (Chapter VI)

(v', v") RlP(.F') Feature Vo (cm- I
) (Vi, v") RlP(.F') Feature Vo (cm- I

)

(4,6) R(129) A 14,818.05 (5, 7) P(69) E 14,818.52

(5, 7) R(76) B 14,818.15 (5, 7) R(75) I 14,819.37

(5, 7) P(69) E 14,818.52 (5, 7) R(76) B 14,818.15

(4, 6) P(122) F 14,818.67 (4, 6) P(122) F 14,818.67

(6, 7) P(133) H 14,819.13 (4,6) R(129) A 14,818.05

(5,7) R(75) I 14,819.37 (6, 7) P(133) H 14,819.13

The results listed in the following tables of this sub-section reflect the

experimental ordering of the transitions in terms of increasing or decreasing wave

number corresponding to the left-hand side of Table 5.12. Presenting the results in

this order is primarily intended to maintain a focus on the experimental set-ups. The

goal is to at least qualitatively (and perhaps semi-quantitatively) assess the reliability

of the results presented in Chapter VI. The right-hand side of Table 5.12 corresponds

to the arrangement of pressure broadening, pressure shift, and collision cross-section

results presented in the tables of Chapter VI.

In Table 5.13 and Figure 5.8 the dot symbol (e) corresponds to values of b.eQq

of diatomic iodine calculated from a relatively accurate empirical formula of the

nuclear hyperfine structure derived from various literature values obtained from higher

precision spectroscopic techniques [Knockel]. Table 5.13 indicates that a more careful

wave number calibration leads to more precise (and perhaps accurate) values of the

b.eQq parameter.
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Table 5.13 Average nuclear quadrupole coupling energy 6.eQq in the hyperfine
structure of diatomic iodine (b) in the reference gas cell at room temperature (292 K);
the Gauss width was set to floating. The fit results are given in units of MHz. The
uncertainties of these fit results are given in parenthesis in units of the last significant
figure. The uncertainty of the values calculated from an empirical formula (0) are 0.01
MHz. See the text of this sub-section for a description of the column headings.

Feature 0 ~
, ,], I U

A 1957.68 1870(10) 1947(13) 1955(5) 1949(5) 1947(2)
B 1955.67 1883(12) 1929(13) 1965(5) 1963(6) 1950(2)
E 1955.72 1923(9) 1934(9) 1967(5) 1956(5) 1953(2)
F 1957.76 1951(12) 1946(13) 1969(6) 1975(6) 1965(2)
H 1953.76 2013(14) 1970(13) 1954(5) 1942(5) 1956(6)
H* 2004(6)
I 1955.68 2083(10) 1988(8) 1937(5) 1941(5) 1953(2)
1* 1969(2)
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Figure 5.8 Comparison of the average nuclear quadrupole coupling energy 6.eQq in
the hyperfine structure of diatomic iodine (b) in the reference gas cell at room
temperature (292 K) obtained from both laser systems and using both calibration
methods. The pressure in the reference gas cell is approximately 0.18 torr and
considered to be pure diatomic iodine. The Gauss width was set to floating. The data
used to construct these plots is contained in Tables 5.8 and 5.9. Feature labels are
indicated in the figure.
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Tables 5.14, 5.15, and 5.16 further illustrate the existence of patterns in the

nonlinear regression results that depend on the wave number region studied. (See

Appendix C for complete tabulation of average of all Lorentz widths at each buffer

gas pressure for all the buffer gases investigated in this project.)

Table 5.14 Average Lorentz widths (FWHM) of diatomic iodine (h) in the reference
gas cell at room temperature (292 K); the Gauss width was set to floating in these fits.
The fit results are given in units of MHz. The uncertainties of these fit results are
given in parenthesis in units of the last significant figure. See the text of this sub­
section for a description of the column headings.

Feature ~ I J- i V-
A 3(4) 4(7) 10(2) 11 (2) 0.0010(5)
B 10(9) 12(11 ) 16(3) 22(3) 0.6(2)
E 17(8) 19(12) 23(3) 23(2) 3.5(8)
F 27(14) 22(11) 24(2) 31(3) 31(1)
H 46(27) 36(24) 45(4) 43(4) 342(12)
H* 14.9(0.5)
I 88(15) 53(10) 69(3) 48(3) 145(4)
I* 15.0(0)

Table 5.15 Average Gauss widths (FWHM) of diatomic iodine (h) in the reference gas
cell at room temperature (292 K); the Gauss width was set to floating in these fits.
The fit results are given in units of MHz. The uncertainties of these fit results are
given in parenthesis in units of the last significant figure. See the text of this sub­
section for a description of the column headings.

Feature ~ I J- i V-
A 337(3) 350(4) 349(1) 348(1) 351.0(3)
B 334(6) 341(6) 345(2) 342(2) 350.9(4)
E 337(4) 338(6) 343(1) 341 (1) 349.8(4)
F 337(7) 338(7) 341 (2) 339(2) 338(1)
H 349(14) 345(12) 338(2) 337(2) 176(9)
H* 384(2)
I 341(7) 340(5) 323(2) 333(1 ) 290(2)
I* 360(0.4)
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In Tables 5.17 through 5.20 the pressure broadening and pressure shift

coefficients of diatomic iodine are listed; the buffer gas was argon and the gas cells

were at room temperature. Figure 5.9 is constructed from the data in Tables 5.17 and

5.18. The pressure broadening and pressure shift coefficients are obtained

respectively from a weighted linear least-squares fit of the Lorentz width and line­

center shift as functions of pressure. At the bottom of these tables is the average value

of the pressure broadening and pressure shift coefficients obtained across the six

individual transitions studied in this wave number region; this is the row labeled

"average" in these tables. The row labeled "avg of std dev" contains the average of

the standard deviations of the pressure broadening and pressure shift coefficients

obtained across the six individual transitions studied in this wave number region.

The pressure broadening and pressure shift coefficients for many different

buffer gases were investigated with the Philips laser diode system for the same

spectral features listed in Tables 5.17 through 5.20. The relative trends in the pressure

broadening and pressure shift results depicted in these tables and in Figure 5.9 for

spectra obtained with the Philips laser diode system are similar for all buffer gases that

were used.

Table 5.16 Average Gauss widths (FWHM) of diatomic iodine (b) in the sample gas
cell with argon as the buffer gas at room temperature (292 K); the Gauss width was
set to floating in these fits. The fit results are given in units of MHz. The
uncertainties of these fit results are given in parenthesis in units of the last significant
figure. See the text of this sub-section for a description of the column headings.

Feature ~ I J, t -U-

A 353(14) 361(16) 359(2) 361 (2) 314(2)
B 338(15) 340(20) 347(3) 343(3) 345(1)
E 331(11) 333(14) 334(2) 330(2) 347(2)
F 325(18) 322(19) 328(2) 321(3) 323(1)
H 369(44) 357(26) 355(4) 350(3) 371(4)

H* 406(6)
I 324(17) 323(13) 312(3) 318(2) 336(1 )

I* 343(2)
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Table 5.17 Average pressure broadening (Bp) coefficients of diatomic iodine (h) with
argon as the buffer gas at room temperature (292 K); the Gauss width was set to
floating in these fits. The average value of the coefficients for the six features in this
spectral region (not including H* and 1*) and the average of the uncertainty (i.e.
standard deviation) of the average of the coefficient have been included in the last row
two rows. The fit results are given in units of MHz. The uncertainties of these fit
results are given in parenthesis in units of the last significant figure. See the text of
this sub-section for a description of the column headings.

.T" Feature J ~ -l- i ,lJ average
--------

129 A 6.21(26) 6.66(34) 6.93(5) 6.94(4) 8.77(3) 7.10(14)

76 B 7.14(34) 7.32(35) 7.52(5) 7.49(6) 7.95(2) 7.48(17)

69 E 8.11(25) 8.16(35) 8.39(5) 8.42(4) 8.31(3) 8.28(15)

122 F 8.71(42) 8.69(39) 8.76(5) 8.73(5) 8.15(4) 8.61(20)

133 H 6.99(96) 6.58(71) 6.93(14) 7.25(6) 4.92(19) 6.70(41)

H* 5.74(14)

75 I 9.21 (36) 8.54(22) 8.66(5) 8.27(3) 7.95(5) 8.55(15)

1* 8.07(2)
average 7.73(114) 7.667(93) 7.86(85) 7.85(72) 7.83(107) 7.79(81)

avg of std dev 0.43(27) 0.39(17) 0.065(36) 0.049(11) 0.045(47)

Table 5.18 Average pressure shift (Sp) coefficients of diatomic iodine (h) with argon
as the buffer gas at room temperature (292 K); the Gauss width was set to floating in
these fits. The average value of the coefficients for the six features in this spectral
region (not including H* and 1*) and the average of the uncertainty (i.e. standard
deviation) of the average of the coefficient have been included in the last row two
rows. The fit results are given in units of MHz. The uncertainties of these fit results
are given in parenthesis in units of the last significant figure. See the text of this sub­
section for a description of the column headings.

.T" Feature J ~ -l- i V. average
-------

129 A -1.361(56) -1.432(55) -1.403(7) -1.442(5) -1.401(3) -1.408(27)

76 B -1.180(43) -1.203(48) -1.226(6) -1.219(6) -1.184( I) -1.202(23)

69 E -1.179(53) -1.175(53) -1.213(8) -1.191(7) -1.156(2) -1.183(26)

122 F -1.356(54) -1.330(54) -1.374(6) -1.342(8) -1.263(3) -1.333(27)

133 H -1.486(86) -1.559(96) -1.472(9) -1.551(11) -1.270(21 ) -1.470(43)

H* -1.285(18)

75 I -1.399(45) -1.315(48) -1.299(6) -1.273(7) -1.235(2) -1.304(23)

1* -1.213(2)
average -1.33(12) -1.34(14) -1.33(10) -1.34(14) -1.25(9) -1.32(11)

avg of std dev 0.056(15) 0.059(19) 0.0070(13) 0.0074(21 ) 0.0049(64)
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Argon was the only buffer gas investigated with the New Focus laser diode

system and was done so for three different spectral regions covering a wider range of

rotation quantum numbers J' (as compared to the considerably more limited scan

region offered by the Philips laser diode system), many of which required fitting two

diatomic iodine features simultaneously.
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Figure 5.9 Pressure broadening and pressure shift coefficients of diatomic iodine (b)
with argon as the buffer gas. The Gauss width was set to floating. The data used to
construct these plots is contained in Tables 5.8 and 5.9.
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Table 5.19 Average pressure broadening (Bp) coefficients of diatomic iodine (12) with
argon as the buffer gas at room temperature (292 K); the Gauss width was held fixed
at 341 MHz in these fits. The average value of the coefficients for the six features in
this spectral region (not including Features H* and 1*) and the average of the
uncertainty (i.e. standard deviation) of the average of the coefficient have been
included in the last row two rows. The fit results are given in units of MHz. The
uncertainties of these fit results are given in parenthesis in units of the last significant
figure. See the text of this sub-section for a description of the column headings.

J" Feature ~ I J, i -lJ. average
129 A 6.52(9) 6.96(15) 6.68(27) 7.00(25) 6.52(9) 7.01(11)

76 B 7.20(8) 7.51(9) 7.48(24) 7.53(25) 7.20(8) 7.48(11)

69 E 7.82(10) 7.87(10) 7.97(29) 8.07(24) 7.82(10) 7.94(11)

122 F 7.81 (16) 7.94(17) 7.96(39) 7.94(32) 7.81(16) 7.90(15)

133 H 7.07(34) 6.95(33) 7.14(65) 7.11(49) 7.07(34) 6.97(20)

H*
75 1 8.59( II) 8.44(12) 8.49(19) 8.34(24) 8.59(11) 8.37(9)

1*
average 7.50(72) 7.61(59) 7.62(65) 7.67(54) 7.50(72) 7.61(56)

avg of std dev 0.15(10) 0.59(9) 0.16(9) 0.30(10) 0.15(10)

Table 5.20 Average pressure shift (Sp) coefficients of diatomic iodine (Iz) with argon
as the buffer gas at room temperature (292 K); the Gauss width was held fixed at 341
MHz in these fits. The average value of the coefficients for the six features in this
spectral region (not including Features H* and 1*) and the average of the uncertainty
(i.e. standard deviation) of the average of the coefficient have been included in the last
row two rows. The fit results are given in units of MHz. The uncertainties of these fit
results are given in parenthesis in units of the last significant figure. See the text of
this sub-section for a description of the column headings.

J" Feature ~ J, i -lJ. average

129 A -1.358(59) -1.433(55) -1.416(65) -1.445(52) -1.358(59) -1.409(25)

76 B -1.172(46) -1.200(48) -1.234(51 ) -1.219(59) -1.172(46) -1.203(23)

69 E -1.178(52) -1.176(53) -1.207(73) -1.183(61) -1.178(52) -1.181(27)

122 F -1.357(54) -1.331 (54) -1.368(58) -1.341(75) -1.357(54) -1.331 (27)

133 H -1.483(83 ) -1.561(97) -1.469(86) -1.536(10) -1.483(83) -1.483(32)

H*
75 1 -1.401(45) -1.315(48) -1.292(54) -1.274(60) -1.401(45) -1.304(23)

1*
average -1.32(12) -1.34(14) -1.33(10) -1.33(14) -1.32(12) -1.32(12)

avg of std dev 0.056(14) 0.059(19) 0.064(13) 0.069(19) 0.056(14)
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5.8.3 Nonlinear Pressure Shift Coefficient

The well isolated transitions in the spectral region 14,817.95 to 14,819.45 cm-1

were fit as individual single ro-vibronic transitions, and the pressure shift as a function

of buffer gas pressure appears to be well characterized as linear. Outside of this

spectral region, all except one (Feature 14; see Table 6.4) of the features investigated

with the New Focus laser system were treated as a composite line-shape composed of

two distinct diatomic iodine ro-vibronic transitions. Part of the reason for doing this is

that at a pressure of about 10 torr, the absolute value of the relative line-shift would

generally be smaller than the for the previous smaller pressure of buffer gas (at about 5

torr). However, the composite line-shape fits did not appear to offer a significant

improvement in changing the line-shift values toward better agreement with the usual

observation of a linear line-center shift as a function of buffer gas pressure.

Other fit parameters calculated from spectra obtained with the New Focus laser

system outside of the spectral region 14,817.95 to 14,819.45 cm~l, such as tleQq,

Gauss width, and Lorentz width, were exhibiting somewhat erratic behavior, so that on

the whole pressure broadening and pressure shift results for the low-J' diatomic iodine

transitions investigated with the New Focus laser system are not expected to be of

sufficient accuracy or precision for use beyond qualitative arguments about chemical

dynamics.
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CHAPTER VI

RESULTS 1 - COEFFICIENTS AND CROSS-SECTIONS

6.1 Overview of Chapter VI

The goal of this project was to collect high-resolution spectral data on the line­

shape of ro-vibronic transitions of diatomic iodine (h) as a function of a buffer gases.

Analyses of these recorded line-shapes were then analyzed for their Lorentz width

(full width at half maximum height, which has the acronym FWHM) and line-center

shift, from which the pressure broadening and pressure shift coefficients (Bp and Sp,

respectively) were calculated. A hard-sphere (i.e. perfectly elastic) collision cross­

section was then computed from the pressure broadening coefficients; this cross­

section is based on the "traditional" relationship between the Lorentz width and the

reciprocal of the ensemble-average time-intervals between state-changing events of

the chromophore and phase-interrupting events of the chromophore-radiation

interaction. These events are often referred to as "collisions", a short-hand term for

the time-dependent interactions that take place between the chromophore and buffer

gas. Deciphering and characterizing the nature of these interactions is a primary goal

of what are often referred to as the study of chemical dynamics.

The spectrometers used in this project were built around sources of electro­

magnetic radiation (a.k.a. light) of relatively narrow and constant line width near

wavelengths of675 nm (or, in wave number units, approximately 14,800 cm- I
). (A

guess at the estimate of the FWHM line width of the Philips laser diode is 50 MHz,

and the manufacturer of the New Focus laser diode specifies this width to be 5 MHz.)

Most of the data was obtained with the reference and sample gas cells at room (i.e.
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ambient) temperature (292 K). Conceptually, the buffer gases can be separated into

atomic (He, Ne, Ar, Kr, Xe; respectively, a.k.a. helium, neon, argon, krypton, and

xenon) and molecular (H2, D2, N2, CO2, N20, H20, and air; respectively, a.k.a.

hydrogen, deuterium, nitrogen, carbon dioxide, nitrous oxide, water, and a

"known" mixture of several gases with the dominant fractions being roughly 80% N2

and 20% O2 (a.k.a. oxygen)).

Comparison of the room temperature frequency-domain collision cross­

sections from this project with those obtained from a time-domain investigation

carried out at a temperature of 388 K [Dantus] prompted the exploration of a few

buffer gases (argon, helium, and carbon dioxide) at more than one temperature. The

trends in pressure broadening and pressure shift coefficients for acetylene (C2H2)

[Hardwick 4] as a function of rotation quantum number j" prompted the exploration of

a wider range of this quantum number, especially low j".

Table 6.1 Prominent spectral features of diatomic iodine (b) in the region 14,817.95
to 14,819.45 em-I. The states involved in the transition are given by (v', v") RJP(j")
where R has M = j' - j" = +1 and P has !'1J = -1; v' and v" refer to the vibration
quantum number of the upper and lower energy levels, respectively. J" is the
rotation quantum number of the lower energy level. The wave number position of
the line-center at low total pressure is given by vo. The left-hand side corresponds
to the feature label order in terms of increasing wave number; the right-hand side
corresponds to the ordering based on increasing j"

Feature and Vo ordered (Chapter V) j'/ ordered (Chapter VI)

(v', v") RJP(J") Feature Vo (em-I) (v', v") RJP(J") Feature Vo (em-I)

(4, 6) R(129) A 14,818.05 (5, 7) P(69) E 14,818.52

(5, 7) R(76) B 14,818.15 (5, 7) R(75) I 14,819.37

(5, 7) P(69) E 14,818.52 (5, 7) R(76) B 14,818.15

(4, 6) P(122) F 14,818.67 (4, 6) P(122) F 14,818.67

(6, 7) P(133) H 14,819.13 (4,6) R(129) A 14,818.05

(5, 7) R(75) I 14,819.37 (6, 7) P(133) H 14,819.13
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The tables in this chapter are arranged in order of increasing rotation quantum

number of the lower level J"; this is done on the premise that if patterns in the pressure

broadening and pressure shift coefficients do occur, then it would be likely that they

would follow this ordering. For convenience Table 5.12 is reproduced here as Table

6.1; the right-hand side of this table corresponds to the arrangement (i.e. ordering) of

results listed in the tables in this chapter.

6.2 Pressure Broadening and Pressure Shift Coefficients

The sub-sections that follow (in this section) present pressure broadening and

pressure shift coefficient results for diatomic iodine with atomic and molecular buffer

gases. The pressure broadening coefficients (Bp) were calculated through a weighted

linear regression analysis using the full width at half maximum (FWHM) Lorentz

width as a function of buffer gas pressure. The pressure shift coefficients (Sp) were

calculated through a weighted linear regression analysis using the difference in line­

center position of the sample and reference gas cell spectra as a function of pressure.

Each pressure broadening and pressure shift coefficient is calculated from the Lorentz

widths and line-center shifts of roughly ten spectra at each of about seven distinct

pressures of the buffer gas; see also Sub-Section 5.8.1 of this dissertation. Each

average value of the pressure broadening and pressure shift coefficient calculated from

spectra acquired with the Philips laser diode system is the average of the two possible

scan directions ("up" in wave number and "down" in wave number) and the standard

error was accordingly propagated (using the error propagation method outlined in

Section 1.6). (As will be briefly described below, in the case of argon as the buffer

gas there were considerably more spectral data sets from which to calculate averages.)

Most of these results were derived (i.e. calculated) from spectra acquired with

a wavelength-modulation spectrometer built around the Philips laser diode system.

And most of the experiments were conducted with both the reference and sample gas
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cells at room temperature. An extended study of argon over a wider range of rotation

quantum number J' (at room temperature) was conducted using a wavelength­

modulation spectrometer built around the New Focus laser diode.

It is important to also note that nearly all of the calculations of pressure

broadening and pressure shift coefficients for data obtained with the Philips laser

diode system included the zero pressure measurements (i.e. with the sample gas cell

evacuated to 0.18 torr of diatomic iodine). None of these calculations from spectra

obtained with the New Focus laser diode system included the zero pressure

measurements.

6.2.1 Atomic Buffer Gases at Room Temperature (292 K)

In Tables 6.2 and 6.3 the pressure broadening and pressure shift coefficients of

diatomic iodine are listed for the atomic buffer gases (He, Ne, Ar, Kr, and Xe) in

which the reference and sample gas cells were at room temperature. The spectra and

analysis for Ne, Kr, and Xe were carried out by John Hardwick with the assistance of

different undergraduate students and me (the author of this dissertation); this took

place during the first two years of my time here at the University of Oregon as a

graduate student. The remainder of the investigations performed using the other noble

gas atoms were carried out by me, the author of this dissertation. The spectrometer

used to record these spectra was built around the Philips laser diode system using a

parabolic reflector to collimate the laser beam (see Chapter III).

In Tables 6.2 and 6.3 the results for argon were calculated from three unique

data sets collected by me, using three different spectrometers (see Chapter III); data

for argon collected by other students was not included in these averages. The

averages include permutations of the following choices: floating and fixed Gauss

widths (FWHM), up and down scans (i.e. tuning the laser through increasing or

decreasing wave numbers, respectively), and the two different wave number
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calibration methods (two diatomic iodine features or many diatomic iodine features

plus etalon fringes with a fringe spacing of ca. 600 MHz).

Table 6.2 Pressure broadening (B p) coefficients (based on FWHM) of diatomic iodine
for a given noble gas atom as the buffer gas at room temperature (292 K). The
average value of the coefficients for the six features in this spectral region and the
average of the uncertainty (i.e. standard deviation) of the average of the coefficient
have been included in the last two rows. The coefficients are given in units of MHz
per torr; the uncertainties of these fit results are given in parenthesis in units of the last
significant figure. See the text for further description of the argon results.

Bp == pressure broadening (MHz / torr)

J" Feature He Ne Ar Kr Xe
69 E 8.37(13) 6.60(9) 8.04(21 ) 7.17(72) 6.69(24)
75 I 8.68(21 ) 8.43(32)
76 B 7.87(11) 6.03(12) 7.50(22) 6.54(42) 6.21(33)
122 F 8.21 (16) 6.36(18) 8.09(44) 7.11(30) 6.75(54)
129 A 8.22(20) 5.70(18) 7.10(64) 6.60(120) 6.24(63)
133 H 8.68(33) 7.01(61)

average 8.34(31) 6.17(39) 7.70(58) 6.86(33) 6.47(29)
avg of std dev 0.19(8) 0.14(4) 0.41(19) 0.66(40) 0.44(18)

One result that stands out with the noble gas atoms is what appears to be an

unusually small pressure broadening coefficient for neon relative to the trend of

decreasing pressure broadening coefficient with increasing buffer gas mass, as

compared to the other noble gas atoms. Uthe discrepancy for neon indicates that the

ensemble-average sum of the state-changing and phase-interrupting rates are not

increasing as fast (with increasing pressure) as might be expected, then a possible

explanation is the unaccounted for existence (or absence) of a channel for dynamical

behavior, or perhaps just a differentially observed effect of such a channel.

The data in Tables 6.2 and 6.3 is plotted in Figure 6.1, as are the ratios of the

pressure broadening to the pressure shift coefficients for these buffer gases. Most

pressure shift coefficients are between 1/4 and 1/8 of the value of the corresponding

pressure broadening coefficient. There are real differences among the various buffer
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gases studied, but these differences are small despite qualitative differences in their

multi-pole moments.

Table 6.3 Pressure shift (Sp) coefficients of diatomic iodine (b) for a given noble gas
atom as the buffer gas at room temperature (292 K). The average value of the
coefficients for the six features in this spectral region and the average of the
uncertainty (i.e. standard deviation) of the average of the coefficient have been
included in the last two rows. The coefficients are given in units of MHz per torr; the
uncertainties of these fit results are given in parenthesis in units of the last significant
figure. See the text for further description of the argon results.

Sp == pressure shift (MHz / torr)

)" Feature He Ne Ar Kr Xe
69 E -0.197(22) -0.69(3) -1.18(2) -1.44(12) -1.62(15)
75 I -0.290(25) -1.32(6)
76 B -0.196(23) -0.69(3) -1.20(2) -1.35(9) -1.62(9)
122 F -0.142(25) -0.72(6) -1.32(4) -1.35(9) -1.80(9)
129 A -0.168(24) -0.75(3) -1.39(4) -1.47(12) -1.80(12)
133 H -0.212(40) -1.48(8)

average -0.201(50) -0.71(3) -1.32(11) -1.40(6) -1.71(10)
avg of std dev 0.027(7) 0.038(15) 0.043(25) 0.10(2) 0.11(3)

In Table 6.4 the pressure broadening and pressure shift coefficients for an

extended study of argon using the New Focus laser diode system. Having observed

first-hand the pronounced pattern of these coefficients as a function of buffer gas for

the case that acetylene was the chromophore [Hardwick 4], an attempt was made to

investigate these coefficients for diatomic iodine as the chromophore. In addition,

these results can be compared to those obtained from spectra recorded with the Philips

laser diode system.

The results for argon (as the buffer gas) as a function of J" of diatomic iodine

are suggestive of systematic variations, but far from conclusive. The spectra may be

too congested at low values of j" to allow a confident analysis at this time. These

results are presented in Table 6.4 and Figure 6.2.
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Figure 6.1 Average pressure broadening (Bp) and pressure shift (Sp) coefficients and
their ratios for diatomic iodine (12) with a given noble gas atom as the buffer gas. The
marker for neon has been displaced to the left in all three plots to highlight its unusual
position in the B p plot. The data in these plots is presented in Tables 6.2 and 6.3.
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Table 6.4 Pressure broadening (Bp) and pressure shift (Sp) coefficients of diatomic
iodine (h) with argon as the buffer gas at room temperature (292 K). The pressure
broadening coefficients are based on FWHM. The units for the coefficients are MHz
per torr and the uncertainty of all fit results are given in units of the last significant
figures in parenthesis. The column labeled "details" provides information on the
hyperfine model and the fit partner. The hyperfine models are either the high-J (hi-
J) or full-diagonalization (f-d), and the fit partner refers to the feature label for two-
line fits. All results in this table were obtained from spectra acquired with the New
Focus diode laser system.

Feature states Vo (em-I) Bp Sp Bpi Sp details

40 (4,6) P(6) 14,950.02 6.05(18) -0.113(5) -53.57(219) f-d,39

35 (4,6) P(8) 14,949.65 6.70(8) -0.526(4) -12.75(35) f-d,34

21 (4,6) P(13) 14,948.46 7.78(5) -0.954(3) -8.15( 17) f-d,20

39 (4,6) R(13) 14,949.99 9.82(6) -0.908(4) -10.81(23) f-d,40

18 (4,6) P(14) 14,948.17 11.98(9) -0.305(4) -39.27(76) hi-J, 17

34 (4,6) R(15) 14,949.62 9.17(5) -0.960(4) -9.55(20) f-d,35

13 (4,6) P(16) 14,947.54 7.76(6) -1.043(4) -7.44(17) hi-J, 12

3 (4,6)P(19) 14,946.47 9.20(2) -1.142(9) -8.05(25) hi-J,2

20 (4,6) R(20) 14,948.40 7.79(4) -0.974(3) -7.99(16) f-d,21

17 (4,6) R(21) 14,948.11 8.92(5) -1.141(4) -7.82(16) hi-J, 18

12 (4,6) R(23) 14,947.48 8.31(4) -1.211(4) -6.87(14) hi-J, 13

2 (4,6) R(26) 14,946.40 8.19(2) -1.108(4) -7.39(17) hi-J,3

14 (6,7) P(57) 14,947.71 8.17(7) -1.247(4) -6.55(15) hi-J

4 (6,7) P(58) 14,946.66 7.17(3) -1.166(4) -6.14(15) hi-J

E (5,7) P(69) 14,818.52 8.31(3) -1.156(2) -7.19( 12) hi-J

I (5,7) R(75) 14,819.37 8.07(2) -1.235(2) -6.53( 11) hi-J

B (5,7) R(76) 14,818.15 7.95(2) -1.184(1 ) -6.71(9) hi-J

5 (5,6) P(116) 14,946.72 9.16(7) -0.764(4) -11.99(27) hi-J,4

F (4,6) P(122) 14,818.67 8.15(4) -1.263(3) -6.45( 12) hi-J

A (4,6) R( 129) 14,818.05 8.77(3) -1.401(3) -6.26(12) hi-J

H (6,7) P(133) 14,819.13 5.74(14) -1.285(18) -4.46(27) hi-J
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Figure 6.2 Pressure broadening (Bp) and pressure shift (Sp) coefficients and their ratios
for diatomic iodine (b) (as a function of ground electronic state rotation quantum
number) with argon as the buffer gas. The data for these plots is presented in Table
6.4.

6.2.2 Molecular Buffer Gases at Room Temperature (292 K)

Due to the ease of obtaining samples of air and water vapor in the sample gas

cell, at the outset of this project two lines of diatomic iodine B-X ro-vibronic
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transitions were studied for pressure broadening and pressure shift coefficients by

these two buffer gases [Hardwick 1]. These results are included in Table 6.5 and

Figure 6.3 for completeness.

Table 6.5 Pressure broadening (Bp) and pressure shift (Sp) coefficients and their
ratios for diatomic iodine (b) with air and water (individually) as the buffer gas
for only two transitions at room temperature (292 K). The coefficients are given
in units of MHz per torr; the uncertainties of these fit results are given in
parenthesis in units of the last significant figure. The pressure broadening
coefficients are based on FWHM. These results were previously published.
[Hardwick 1]

H20

_J'_'__F_ea_t_u_re--+-_B----"-- s"-p B~--"--/_S-"-_+-----"-----S----"'----B~~
69 E 9.05(6) -1.17(1) -7.74(8) -1.12(6) -10.4(6)
122 F 8.69(12) -1.26(3) -6.90(19) -0.962(66) -12.5(9)

A comparison of air (ca. 80% N2 and 20% O2) to nitrogen (N2) would benefit

from also having available the pressure broadening and pressure shift coefficients for

oxygen (02); since spectral data was not collected for the case of oxygen as the buffer

gas during the course of this project, a comparison of nitrogen to air will not be made

at this time. However, the results for air can be compared to the coefficient values

obtained in an independent investigation at a radiation wave length of 543 nm

[Fletcher]; these coefficient values were calculated for room temperature (292 K)

conditions as specified by the empirical formula provided in the write-up of that

investigation: the coefficient values for room temperature are Bp = 9.98(17) MHz per

torr and Sp = -1.091 (75) MHz per torr; the uncertainty of these coefficients are given

in parenthesis in units of the last significant figure of the coefficient value. It is

probably reasonable to consider the agreement between these results and those

presented in Table 6.5 as being quite good; as has been alluded to in previous sections

of this dissertation, and as can be seen in the large scale trends of the data presented in

this chapter, there is considerable fluctuation of these measured values, (ca. 10 to 20%)
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from individual lines in different experiments and between lines of similar quantum

numbers (i.e. similar ro-vibronic states). (See also Section 5.8.)

From a chemical dynamics point of view the choice of molecules to study in

subsequent investigations was based largely on molecular properties. Hydrogen (H2)

and deuterium (D2) have nearly identical electronic properties and so allow the

effects of a relatively large change in the mass of the buffer gas; nitrogen (N2) has a

quadrupole moment and is of significant interest in the field of metrology; carbon

dioxide (C02) has a quadrupole moment; nitrous oxide (N20) and water (H20) have

a dipole moment. (The notion of "having" a quadrupole or dipole moment is in

reference to the leading dominant term of the multipole moment expansion for the

static (i.e. time-averaged) electronic structure for these molecules.)

Table 6.6 Pressure broadening (Bp) coefficients (based on FWHM) of diatomic iodine
(12) for a given molecule as the buffer gas at room temperature (292 K). The average
value of the coefficients for the six features in this spectral region and the average of
the uncertainty (i.e. standard deviation) of the average of the coefficient have been
included in the last two rows. The coefficients are given in units of MHz per torr; the
uncertainties ofthese fit results are given in parenthesis in units of the last significant
figure. The pressure broadening coefficients are based on FWHM.

Bp == pressure broadening (MHz/torr)

)" Feature H2 D2 N2 N20 CO2

69 E 16.9(1) 13.4(1) 9.35(14) 9.39(11) 10.24(13)
75 I 16.6(2) 10.10(16) 10.84(9) 10.50(20)
76 B 15.2(1) 11.9(1) 7.18(17) 8.34(18) 9.33(11)
122 F 16.6(1 ) 14.0(1) 8.80(8) 8.82(14) 10.29(19)
129 A 16.1(2) 13.5(1) 7.39(18) 7.98(15) 9.14(22)
133 H 18.7(3) 15.5(3) 7.66(21) 9.97(29) 9.68(51)

average 16.7(12) 13.7(13) 8.41(118) 9.22(107) 9.86(56)
avg of std dev 0.17(10) 0.14(10) 0.16(4) 0.16(10) 0.22(10)



208

Table 6.7 Pressure shift (Sp) coefficients of diatomic iodine (b) for a given molecule
as the buffer gas at room temperature (292 K). The average value of the coefficients
for the six features in this spectral region and the average of the uncertainty (i.e.
standard deviation) of the average of the coefficient have been included in the last two
rows. The coefficients are given in units of MHz per torr; the uncertainties of these fit
results are given in parenthesis in units of the last significant figure. The pressure
broadening coefficients are based on FWHM.

Sp == pressure shift (MHz / torr)

.l' Feature H2 D2 N 2 N 20 CO2

69 E -1.22(1) -1.19(1) -1.21(1) -1.35(1) -1.22(3)
75 I -1.38(1) -1.38(1) -1.51(1) -1.41(3)
76 B -1.24(1) -1.20(1) -1.23(1) -1.37(1) -1.21(3)
122 F -1.18(1) -1.17(1) -1.34(1) -1.43(1) -1.29(3)
129 A -1.30(1) -1.21(1) -1.41(1) -1.52(1) -1.31(3)
133 H -1.37(4) -1.33(2) -1.51(2) -1.57(2) -1.50(4)

average -1.28(8) -1.22(6) -1.35(11) -1.46(9) -1.32(11)
avg of std dev 0.015(12) 0.012(4) 0.012(4) 0.012(4) 0.032(4)
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Figure 6.3 Average pressure broadening (Bp) and pressure shift (Sp) coefficients and
their ratios for diatomic iodine (12) with a given molecule as the buffer gas. The data
in these plots is presented in Tables 6.5, and 6.6 and 6.7. The values for air (0) and
water (<I) were obtained from the earliest experiments in this project.

6.2.3 Multiple Temperatures (292,348, and 388 K)

Tables 6.8, 6.9, and 6.10 lists the pressure broadening and pressure shift

coefficients for diatomic iodine with the sample gas cell different temperatures.

Investigations with diatomic iodine in the presence of the buffer gas argon (Table 6.8)

were carried out at three temperatures: 292 K, 348 K, and 388 K. Investigations with

diatomic iodine in the presence of helium (Table 6.9) and carbon dioxide (Table 6.10)

were carried out at 292 K and 388 K. (See also Sub-Section 3.3.3 for additional

details on experiments performed at elevated temperatures.)

In Table 6.8 the room temperature coefficients were calculated using spectra of

the sample gas cell acquired just before and after those recorded at an elevated
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temperature relative to the ambient temperature. The room temperature coefficients in

Tables 6.9 and 6.10 are redundant to those listed in previous tables (Tables 6.2, 6.3,

6.6, and 6.7) in this chapter.

Table 6.8 Pressure broadening (Bp) and pressure shift (Sp) coefficients of diatomic
iodine (b) with argon as the buffer gas at three temperatures: 292, 348, and 388 K.
The average value of the coefficients for the six features in this spectral region and
the average of the uncertainty (i.e. standard deviation) of the average of the
coefficient have been included in the last two rows. The coefficients are given in
units of MHz per torr; the uncertainties of these fit results are given in parenthesis
in units of the last significant figure. The pressure broadening coefficients are
based on FWHM. Spectra were obtained with the Philips diode laser system. The
Gauss (Doppler) width was allowed to float in the nonlinear regression algorithm.
The results for each transition are an average for the up and down spectra, as are
the uncertainties, which are given in units of the last significant figure in
parenthesis.

Feature

292 K 348 K 388 K

.I' B S B S B S
69 E 8.16( 11) -1.173(19) 7.91(10) -1.021 (20) 6.56(11) -0.945(12)

75 I 8.31(25) -1.371(24) 7.56(14) -1.236(22) 5.57(17) -1.127(13)

76 B 7.57(11) -1.196(20) 7.00(9) -1.066(22) 5.77(8) -0.968(12)

122 F 8.15(13) -1.312(20) 7.53(10) -1.150(21 ) 6.73(8) -1.042(12)

129 A 7.67(17) -1.353(23) 7.10(13) -1.186(24) 6.29(11 ) -1.093(12)

133 H 9.07(42) -1.519(40) 7.85(28) -1.295(25) 6.10(20) -1.175(14)

average 8.16(54) -1.321(127) 7.49(38) -1.159(103) 6.17(45) -1.058(90)

avg of std dev 0.20(12) 0.024(8) 0.14(7) 0.022(2) 0.13(5) 0.012(1)

The motivation to undertake investigations of pressure broadening and

pressure shift behavior at different temperatures is manifold. Such experiments have

been and continue to be conducted in Earth bound laboratories of considerably

different location and thus at different values of room temperature. Furthermore, it is

not unusual for researchers to carry out experiments that maintain the sample gas cell

at one or more temperatures that are different from the temperature of the room. In the

latter case, the study of temperature-dependent phenomena in chemical dynamics is

extremely challenging, as evidenced by the often used empirically phenomenological
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power law Tn for dynamical parameters such as pressure broadening and pressure shift

coefficients.

Table 6.9 Pressure broadening (Bp) and pressure shift (Sp) coefficients of
diatomic iodine (I2) with helium as the buffer gas at two temperatures: 292 and
388 K. The average value of the coefficients for the six features in this spectral
region and the average of the uncertainty (i.e. standard deviation) ofthe average
of the coefficient have been included in the last two rows. The coefficients are
given in units of MHz per torr; the uncertainties of these fit results are given in
parenthesis in units of the last significant figure. The pressure broadening
coefficients are based on FWHM. Spectra were obtained with the Philips diode
laser system. The Gauss (Doppler) width was allowed to float in the nonlinear
regression algorithm. The results for each transition are an average for the up
and down spectra, as are the uncertainties, which are given in units ofthe last
significant figure in parenthesis.

292 K 388 K

J" Feature B S B S
69 E 8.37(13) -0.197(22) 6.66(16) -0.156(17)
75 I 8.68(21) -0.290(25) 5.07(25) -0.268(20)
76 B 7.87(11) -0.196(23) 5.91(12) -0.157(16)
122 F 8.21(16) -0.142(25) 6.64(12) -0.098(16)
129 A 8.22(20) -0.168(24) 6.60(18) -0.139(18)
1"" H 8.68(33) -0.212(40) 6.82(28) -0.169(21).J.J

average 8.34(31 ) -0.201(50) 6.28(67) -0.165(56)
avg of std dev 0.19(8) 0.027(7) 0.19(10) 0.018(2)

One such study of pressure broadening of diatomic iodine in the presence of

various buffer gas as a function of buffer gas pressure and using time-domain methods

was performed at a temperature of 388 K [Dantus]; consideration ofthese results as

related to what appears to be a generally overlooked link between time-domain and

frequency domain spectroscopy is offered in Sub-Section 6.3.1.
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Table 6.10 Pressure broadening (Bp) and pressure shift (Sp) coefficients of
diatomic iodine (b) with carbon dioxide as the buffer gas at two temperatures:
292 and 388 K. The average value of the coefficients for the six features in this
spectral region and the average of the uncertainty (i.e. standard deviation) of the
average of the coefficient have been included in the last two rows. The
coefficients are given in units of MHz per torr; the uncertainties of these fit
results are given in parenthesis in units of the last significant figure. The
pressure broadening coefficients are based on FWHM. Spectra were obtained
with the Philips diode laser system. The Gauss (Doppler) width was allowed to
float in the nonlinear regression algorithm. The results for each transition are
an average for the up and down spectra, as are the uncertainties, which are
given in units of the last significant figure in parenthesis.

292 K 388 K

J" feature B S B Sp
69 E 10.24(13) -1.22(3) 8.17(18) -1.00(2)
75 I 10.50(20) -1.41(3) 6.55(24) -1.20(2)
76 B 9.33(11) -1.21(3) 7.38(14) -1.01(2)
122 F 10.29(19) -1.29(3) 8.48(14) -1.05(2)
129 A 9.14(22) -1.31(3) 7.63(20) -1.10(2)
133 H 9.68(51) -1.50(4) 7.75(23) -1.18(2)

average 9.86(56) -1.32(11) 7.66(67) -1.09(9)
avg of std dev 0.22(10) 0.032(4) 0.19(4) 0.02(0)

6.3 Collision Cross-Sections

For the ideal but non-existent limit of perfectly elastic collisions (i.e. not

capable of sustaining a deformation without permanent change in size or shape), a

hard-sphere model provides an ensemble-average collision cross-section CT

(representing an area of "strong" interaction) based on the pressure broadening

coefficients. A model for the collision cross-section can be constructed based on

statistical arguments of the nature of thermal equilibrium, and the relationship of this

collision cross-section to the observed line shape (in this case for the radiation field)

can be constructed based on the assumption that the time-interval b.t between all

events that affect (i.e. disrupt) a perfectly monochromatic radiation field (in a rotating
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frame where UJo= 0) are randomly distributed in accord with the (nOlmalized) Poisson

probability density function (2To) -lexp(-TO -11M!). Such affects (or disruptions) in the

radiation field are generally referred to as a state-change and can be characterized as

an abrupt phase-change in some portion of the radiation field. The ensemble-average

rate of such state-changing events is given by lITo = l/T2', which is taken to represent

the sum of ensemble-average rates for all processes that lead to a radiation field

disruption event. (See also Sections 2.8, 2.9 and 2.10 for further details on the models

for 1/T2' and lITo used here. Also, as will be explored further in Section 7.6, this

ensemble-average state-changing rate appears to be consistent with TO = Tabs = (Cabs +

cPg) = T em = (Cem + cPe).) This model describes the state-changing events from the point

of view of the radiation field, which is why the time-interval between events that

affect the (frequency) width of the radiation field is given by TO; this point will be

relevant when the results of this chapter are compared with those in Section 7.5.

The statistical arguments for an ideal gas recognize that the pressure-dependent

homogeneous state-changing rate is given by lITo = nU'v, where n is the number

density of the buffer gas, U' is the (perfectly) elastic collision cross-section, and v is

the ensemble-average speed of the reduced mass (jJ.m) for the chromophore and buffer

gas. (Implicit in using this form of the collision rate is the assumption that the

collision rates, and thus the collision cross-sections, are the same for the lower and

upper energy states of the chromophore; or at the very least that these values for the

two energy levels are nearly the same so that lITo and U' can be thought of as average

values that are representative of the actual values; these points will be explored further

in Section 7.6) The ensemble-average pressure P of the buffer gas (assumed to be

much larger than the contribution from diatomic iodine to the total pressure) is related

to its number density n by P = nkBT , where ks is the Boltzmann constant and T is the

thermal temperature. The ensemble-average speed v is given by v = (8ksT/(Jr/-lm))I!2,

where /-l is the reduced mass /-lm = (mI2 mSG -;- (mI2 + mSG)) with the mass of diatomic

iodine given by m12 and the mass of the buffer gas given by mSG.
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Solving for the state-changing rate 1ITo in terms of pressure P and temperature

T gives:

1

(6.1 )

The anticipated (i.e. theoretically predicted) frequency domain line shape g(LlW)

can be found by taking the Fourier transform of the Poisson probability density

function (i.e. exponential decay in the time domain); LlW = W - Wo = 2 rr(Y - Yo):

g(Llw) (2 TO)-l 100
( ILlt I )_~ exp - -- + i LlwLlt dLlt

'V 2Tf -00 TO

(Yh To
2t 1

_1_ + Llw2
T0

2
(6.2)

(See also Chapter 3 of Loudon's textbook "The Quantum Theory ofLight" for a

similar approach to constructing a model for the collision broadened line shape of the

radiation field [Loudon 1].) Equation 6.2 has the form of a Lorentzian distribution for

which the "full width at half maximum height" (FWHM) LlWFWHM = 2rrLlYFWHM is

readily found to be given by:

1
LlVFWHM

TfTO (6.3)

Combining equations 6.1 and 6.3 then provides a relationship between the

homogeneous line widths observed in high resolution frequency domain spectra and



215

the elastic collision cross-section as a function of buffer gas pressure at a given

temperature:

LlVFWHM

(6.4)

In equation 6.4, the measured pressure broadening coefficient is given by Bp• Since

the change in line width is linear in pressure P, an equivalent way of defining the

pressure broadening coefficient is given by:

{J LlvFWHM

{Jp
(6.5)

In this project, the Lorentz (i.e. homogeneous) line widths b.VFWHM were

obtained at several different pressures of a given buffer gas through a nonlinear

regression analysis of the observed Doppler broadened line shape. The pressure

broadening coefficient Bp was then calculated by fitting these line widths as a function

of pressure to aline. At relatively low pressures of buffer gas (ca. less than one

atmosphere) the pressure broadening is, in general, empirically observed to increase

linearly as the buffer gas pressure is increased. (In experiments where the buffer gas

is different from the chromophore, the minimum pressure of the buffer gas is generally

chosen to be an order of magnitude larger than that of the chromophore.)

In part, the model presented in Chapter VII appears to be a refinement of this

model (equation 6.4); it uses quantum theoretical methods that take into account both

the pressure broadening and pressure shift coefficients, and which then appears to

describe some portion of the inelastic nature of state-changing interactions between

the chromophore and a buffer gas in the calculated collision cross-sections. For now,

however, the elastic collision cross-sections are listed in Tables 6.11 through 6.14.
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See also Figure 7.3 for a plot of the room temperature (292 K) elastic collision cross­

sections listed in the tables in this section (and the room temperature inelastic collision

cross-sections calculated for the two-level system model presented in Chapter VII).

Table 6.11 Collision cross-sections (If) of diatomic iodine (h) for a given noble gas
atom as the buffer gas at room temperature (292 K). The average value of the
collision cross-section for the six features in this spectral region and the average of the
uncertainty (i.e. standard deviation) of the average of the coefficient have been
included in the last two rows. The collision cross-sections are given in units of A2

;

the uncertainties of these fit results are given in parenthesis in units of the last
significant figure. The average of the standard deviation of the average of the
coefficient has been included in the last row; its uncertainty (i.e. standard deviation) is
in parenthesis in units of the last significant figure.

collision cross-section (A2)

)" Feature He Ne Ar Kr Xe
69 E 63.4(10) 110(2) 181 (5) 220(22) 241 (9)
75 I 65.8(16) 189(7)
76 B 59.7(9) 100(2) 169(5) 201(13) 224(12)
122 F 62.3(12) 106(3) 182(10) 218(9) 242(19)
129 A 62.4(15) 95(3) 159(14) 202(37) 225(23)
133 H 65.9(25) 157(14)

average 63.3(24) 103(S7) 173(13) 210(10) 233(10)
avg of std dev 1.5(6) 2.5(6) 9.1(43) 20(12) 16(6)

Some feature of the collision cross-sections are worth noting. The collision

cross-section of the noble gas atoms increases with atomic number. Some lines show

variations among experiments that are perhaps outside the expected statistical bounds.

Hydrogen and deuterium are different by about 10%. Nitrous oxide is about the

same as carbon dioxide despite that the former has a non-vanishing dipole moment

and the latter not having one. Nitrogen is about the same as air.

The temperature-dependent trends are also noteworthy. In the case of argon as

the buffer gas, Tables 6.8 and 6.13 suggest that neither the pressure broadening

coefficient nor the collision cross-section follow a simple linear trend with

temperature. Tables 6.8,6.9, and 6.10 (for argon, helium, and carbon dioxide,
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respectively) indicate that the pressure-broadening coefficient decreased when

increasing the sample gas cell temperature from 292 K to 388 K. Furthermore, Tables

6.13 (argon) and 6.14 (helium, and carbon dioxide) indicate that the collision cross­

section decreased when increasing the sample gas cell temperature from 292 K to 388

K.

Table 6.12 Collision cross-sections (0-) of diatomic iodine (h) for a given molecule
at room temperature (292 K). The average value of the collision cross-section for
the six features in this spectral region and the average of the uncertainty (i.e.
standard deviation) of the average of the coefficient have been included in the last
two rows. The collision cross-sections are given in units of A2

; the uncertainties of
these fit results are given in parenthesis in units of the last significant figure.

collision cross-section (A2)

J" Feature I H2 D2 N2 Air H2O N20 CO2

69 E 91.2(4) 102(1 ) 179(3) 177(1) 182(3) 220(3) 239(3)
75 I 89.8(10) 192(3) 254(2) 246(5)
76 B 82.4(6) 90.9(7) 138(3) 195(4) 218(3)
122 F 89.7(6) 106(1 ) 169(1 ) 170(2) 188(3) 206(3) 241(5)
129 A 87.2(9) 103(1) 142(1) 187(3) 214(5)
133 H 101(1) 118(2) 147(4) 233(7) 227(12)

average 90.2(61) 104(10) 161(22) 174(5) 185(4) 216(25) 231(13)
avg of std dev 0.8(3) 1.1(5) 2.5(12) 3.7(18) 5.5(33)

The lack of a simple linear trend in the changes of the pressure broadening

coefficient and the collision cross-section as a function of temperature (for the case of

argon as the buffer gas) are difficult to interpret or justify from the limited amount of

such temperature-dependent results obtained in this project. Also, the observation that

both of these parameters decreased when the sample gas cell temperature was

increased from 292 K to 388 K appears to be worthy of further investigation. These

results are quite intriguing and so it is hoped that future experiments and modeling

will seek to address them.



Table 6.13 Collision cross-sections (a-) and ratios of pressure broadening and
pressure shift coefficients (Bp/Sp) for diatomic iodine (12) with argon as the buffer
gas at three temperatures: 292, 348, and 388 K. The average value of the collision
cross-section for the six features in this spectral region and the average of the
uncertainty (i.e. standard deviation) of the average of the coefficient have been
included in the last two rows. The collision cross-sections are given in units of A2

;

the uncertainties of these fit results are given in parenthesis in units of the last
significant figure.

218

292 K 348 K 388 K
]" Feature a- B IS a- B IS a- BpI Sp
69 E 183(3) -5.66(16) 194(2) ~5.99(16) 170(3) -5.75(12)
75 I 187(6) -6.33(14) 185(3) -6.56(16) 144(4) -5.96(11)
76 B 170(3) -6.96(15) 171 (2) -7.75(18) 149(2) -6.94(15)
122 F 183(3) -6.21(14) 185(3) -6.55(15) 174(2) -6.46(11)
129 A 172(4) -5.97(32) 174(3) -6.06(25) 163(3) -5.19(18)
133 H 204(9) -6.06(21 ) 192(7) -6.12(16) 158(5) -4.94( 16)

average 183(12) -6.20(44) 184(9) -6.51(66) 160(12) -5.87(75)
avg of std dev 4.5(2.7) 0.19(7) 3.3(19) 0.18(4) 3.2(12) 0.14(3)

Table 6.14 Collision cross-sections (a-) for diatomic iodine (b) with helium or
carbon dioxide as the buffer gas at two temperatures: 292 and 388 K. The
average value of the collision cross-section for the six features in this spectral
region and the average of the uncertainty (i.e. standard deviation) of the average
of the coefficient have been included in the last two rows. The collision cross­
sections are given in units of A2

; the uncertainties of these fit results are given
in parenthesis in units of the last significant figure.

collision cross-section (A2)

He CO2

]" Feature 292 K 388 K 292K 388 K

69 E 63.4(10) 58.2(14) 239(3) 220(4)
75 I 65.8(16) 44.3(22) 246(5) 177(7)
76 B 59.7(86) 51.7(10) 218(3) 199(4)
122 F 62.3(12) 58.1(10) 241(5) 229(4)
129 A 62.4(15) 57.7(16) 214(5) 206(5)
133 H 65.9(25) 59.6(24) 227(12) 209(6)

average 63.3(24) 54.9(59) 231(13) 207(18)
avg of std dev 1.5(6) 1.6(6) 5.4(34) 5.0(13)
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In addition to the collision cross-sections obtained through an analysis of time­

resolved photon-echo experiments [Dantus] (for which a more detailed analysis is

offered in the following sub-section), one other report was found that claims to have

measured the pressure broadening coefficient (consistent with the definition of 1ITo

given above) of diatomic iodine for the cases helium and xenon as the buffer gas.

This other report [Astill] used an extremely sensitive (SIN ~ 4000) saturation method

known as polarization spectroscopy [Demtroder] to resolve a single hyperfine

component of eight different lines (or more specifically, eight different values of the

rotation quantum number)" with vibration quantum numbers (v' ,v") = (17, 1)) using a

tunable dye laser operating at a wavelength of about 576 nm (or more specifically, in

the region 17,300 to 17400 cm- I
). While the reported collision cross-sections (ca.

61(4) A for helium and 225(15) A for xenon) are in good agreement with those

reported in Table 6.11, that report did not provide sufficient indication of how these

cross-sections were computed. It might be possible (using Figure 6 of that report) to

deduce the formula used for calculating these collision cross-sections, and consider

more carefully the theoretical models used to describe those polarization spectroscopy

experiments; however, due to time constraints such an effort has not been undertaken

here. As a result, our confidence in the apparent agreement of these results is

somewhat diminished.

6.3.1 Time-resolved vs. Frequency Domain Spectroscopic Methods

The elastic collision cross-sections from a relatively recent report on (optical)

photon-echo (i.e. time-resolved) experiments performed at about 388 K are listed in

Table 6.15 [Dantus]. A semi-quantitative comparison between these results and those

obtained in this project (Tables 6.11 through 6.14) is given in the last column of Table

6.15. There does not appear to be an obvious way to correct a collision cross-section
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for changes in temperature T, but the results in this project show a general trend of

decreasing collision cross-section in going from 292 K to 388 K. The report on the

photon-echo experiments is complete enough so that further analysis (i.e. comparison)

of these (fairly) systematic discrepancies can be carried out with reasonable

confidence.

Table 6.15 Comparison of elastic collision cross-sections obtained from time
domain and frequency domain experiments. The time-resolved collision cross­
sections ("Dantus") were obtained at a temperature of 388 K [Dantus]. The
frequency domain collision cross-sections ("dissertation") are taken from Tables
6.12, 6.13, and 6.14. The ratios ("ratio") of these two quantities are given in the last
column. The collision cross-sections are given in units of A2

; the uncertainties of
the collision cross-sections and their ratios are given in parenthesis in units of the
last significant figure.

buffer gas Dantus dissertation ratio
helium (He) 135(12) 54.9(59) 2.46(34)
argon (Ar) 500(70) 160(12) 3.12(50)
nitrogen (N2) 300(50) 161(22) b 1.86(40)
oxygen (02) 450(12)
au 330(45) a 174(5)b 1.90(26)
average 2.34(59)

a) 80% N2 + 20% O2 b) 292 K

Let's tacitly assume that measurements of 1/T2' = (cern + ifJe) from a time­

resolved photon-echo experiment and those for lITo from a line-shape analysis of

Doppler-limited high-resolution steady-state linear absorption frequency domain

spectra would obtain approximately the same values for the (pressure-dependent

ensemble-average) homogenous processes; i.e. that (Cabs + ifJg) == (Cern + ifJe). (See also

sections 2.9 and 2.10 for further mention of the models for 1/T2' used here.) These two

spectroscopic methods can perhaps be expected to differ in the measured

homogeneous rates by a factor of two, with the time-resolved measurements being

twice as large as the steady-state frequency domain measurements. That is to say, it is
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perhaps appropriate to recognize that in a time-resolved measurement the ensemble­

average time-interval to the next collision-induced state-changing event is one-half of

that for a steady-state frequency domain experiment.

The reason for this discrepancy can be deduced by recognizing that in a time­

resolved measurement (using pulses of light that are somewhat to considerably shorter

in duration than TO) the random spatial and velocity distribution implies that the

ensemble-average time-interval to the next state-changing collision event is TO -7 2. On

the other hand, frequency domain experiments are configured to observe over time­

intervals that are much longer than TO using relatively monochromatic light sources,

and so an analysis of the observed line shape is expected to provide a measure of TO

(as defined at the beginning of section 6.3). As a result, the report on time-resolved

photon-echo experiments obtained a homogeneous decay rate (1/T2) that was a factor

of two larger than the corresponding measurement of lITo in this project. This

difference then shows up in the collision cross-sections obtained from photon-echo

experiments being a factor of two larger than those reported in this dissertation; see

also equations 6.3 and 6.4.

Such considerations, as given in this sub-section (i.e. TO =T2' -72 for time­

resolved experiments and TO ~ T2' for frequency domain experiments), seems too

obvious and fundamental not to be mentioned elsewhere. Nonetheless, it appears that

accounting for all of the possible factors of two in describing such experiments has

been a somewhat tedious and difficult task.
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CHAPTER VII

RESULTS 2 - TIME-DEPENDENT QUANTUM MECHANICS

7.1 Overview of Chapter VII

De-convolution of the constant (inhomogeneous) Doppler width from an

observed line-shape in a Doppler-limited high resolution absorption spectrum provides

a measure of the Lorentz full width at half maximum height (FWHM). The change in

Lorentz width as a function of pressure, the pressure broadening coefficient (B p), is

representative of the changes in the collision-induced state-changing rate of the

chromophore; all other contributions to the homogeneous state-changing rate are

assumed to be constant for a given molecular line. As well, the internally-referenced

spectrometers (i.e. a sample gas cell with added buffer gas and a reference gas cell

with no added buffer gas) used in this project provided high-quality measurements of

the rate of change in the shift of the line-center from a nearly "isolated" line-center

frequency Wo as a function of buffer gas pressure, the pressure shift coefficient (Sp).

We'll now develop a model for a two-level (quantum) system (or an ensemble

of such systems) that most of the time is well-isolated (from other atomic systems),

but occasionally and relatively briefly interacts with another atomic system (i.e. a

buffer gas). These interactions will take place in the presence of a radiation field

tuned to a frequency w = 2nv that is resonant with the transition energy of the two­

level systems. The relatively brief interactions before and after a photon is absorbed

or emitted by the two-level systems (i.e. collision-induced state-change) will be

accounted for by (a newly discovered parameter) the change of the wave function

phase-factor (Lla). Relevant presentations of various concepts and models utilized in
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this chapter can be found in Sections 2.7 through 2.14, Sections 5.2 and 5.3, and

Section 6.3.

7.2 The Two-Level System Hamiltonian

The expression for the total time-dependent Hamiltonian H(t) is given by:

H(t) = Ho + Vet) (7.1)

The total Hamiltonian is composed of two terms. The so called stationary-state

Hamiltonian Hocharacterizes an isolated (i.e. unperturbed) quantum system; it is

composed of operators that depend on relative position and momentum, but is not

explicitly dependent on the time parameter t. The (time-dependent) perturbation term

V(t) accounts for the interactions that take place during a collision-induced photon

absorption or emission event; as indicated in equation 7.1, this term is time-dependent.

Part ofthe time dependence ofthe perturbation term Vet) will be seen to result from

the radiation field, while another part will be due to (relatively brief) interactions

between the two-level system and a buffer gas during a state-changing event.

The stationary-state Hamiltonian Hohas solutions that satisfy the time­

independent Schrodinger equation:

Holn) En In) (7.2)

For the two-level model being developed here, the lower and upper energy

level eigenstates satisfy the Bohr and Einstein (or de Broglie) energy relations:

(7.3)
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The lower energy level is given by "g" (ground-state) and the upper energy level by

"e" (excited-state).

The time-dependent portion of the unperturbed (i.e. perfectly isolated) two­

level system wave functions are expected to satisfy the time-dependent Schrodinger

equation:

a I~(t)

at
i

- - Ho I~(t)
h (7.4)

Separation of the wave functions (for the unperturbed two-level system) into

two factors, one that depends on time and one that does not, allows for the orthogonal

and normalized wave functions for the lower and upper energy levels of the isolated

quantum system (that satisfy equations 7.2 and 7.4) to be expressed as (see also

Appendix B):

Il,lre(t)

(
i Eg (t - to) )

exp - 'Ii - i Cig Ig)

(
i Ee (t - to) )

exp - h - i Ci e Ie)

(7.5)

(7.6)

The time-independent solutions of equation 7.2 for the lower and upper energy

levels are given respectively by Ig) and Ie) with stationary-state energies given by Eg

and Ee; the initial time reference is given by to; and the phase-factors for these

quantum states are given by a g and a e. We will follow the common practice of setting

to = 0, as has been done on the left hand side of equations 7.5 and 7.6. Since we have

chosen to = 0, many of the equations in this chapter do not indicate explicitly the time­

interval !It = t - to; it is important to keep in mind, though, that such relative time­

intervals are implied; like absolute position, absolute time appears to be a relatively
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meaningless notion. Also, of some importance, we will not make an apriori

assumption about the relative values of Cl'g and Cl'e.

The statistical nature of quantum mechanics (i.e. ensemble-averages) allows the

expression of the total time-dependent wave function for the two-level system as a

linear superposition of the two-dimensional basis set (equations 7.5 and 7.6):

1tJ'(t) = 1 X 1tJ'(t» = (II/Jg) (I/Jg I+ II/Je) (I/Je I) 1tJ'(t)

(I/Jg 1tJ'(t) II/Jg) + (I/Je 1tJ'(t) \I/Je)

(g 1tJ'(t) Ig) + (e 1tJ'(t) Ie)

Cg(t) Ig) + Ce(t) Ie) (7.7)

In equation 7.7, the linear projection operators l!/tg) (!/tgl and l!/te) (!/tel act on the two­

level system wave function IP(t), leading to the (generally complex-valued) time­

dependent amplitudes Cit) and Ce(t), associated respectively with being in the lower

energy or upper energy stationary-state level. As well, multiplying equation 7.7 by its

complex conjugate gives the anticipated total probability for the total wave function:

(tJ'(t) I tJ'(t) 1
(7.8)

Equation 7.8 is (generally) interpreted as saying that the (time-dependent) probability

for a given chromophore to be in the Ig) state is given by ICg(t)12 and in the Ie) state by

ICe(t)1
2

•

It will prove to be convenient to convert the stationary-state Hamiltonian Hoto

a projection operator representation. This transformation can be achieved by noting
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that the second line of equation 7.7 can be algebraically rearranged to an outer product

(projection operator) form:

IW(t) == (g IW(t) Ig) + (e IW(t) Ie)

== (Ig) (g I+ Ie) (e I) Wet)~ (7.9)

The portion of the second line of equation 7.9 in parenthesis containing the sum of

outer products is also (often) referred to as the completeness relation [Shankar] (or

sometimes as the closure relation [Loudon 2]):

Ig)(g/+Ie)(el == 1 (7.10)

Since the time-independent states Ig) and Ie) are orthogonal (i.e. (gle) = (elg) = 0),

and normalized (i.e. (gig) = (ele) = 1) multiplying both sides of Hoby equation 7.10

gives the projection operator form:

Ho == (Ig) (g 1+ Ie) (e I) Ho (Ig) (g I + Ie) (e I)

== liwg /g) (g I + Ii we Ie) (e I (7.11 )

At this point we will present the projection representation of the perturbation term

vT(t) and provide a more detailed explanation of its "derivation" in the next section:

( (
(A - 1 + i B) t )

V(t)==j1 Eo le)(g\exp 2To -iwt

(
(A - 1 - i B) t ))

+ Ig) (e I exp 2 TO + i w t
(7.12)



A cos(i1a); B sin(i1a) (7.13)

(7.14)
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In equation 7.12, Eo is the electric field amplitude of the radiation field and w is

the center frequency of the (relatively) "monochromatic" radiation field; the transition

moment (often modeled as a dipole moment) is given by fl. In the projection

representation the transition between states in the two-level system are given by the

operators Ie) (gl and Ig) (el, which can be derived in much the same way as equation

7.11, except that the odd parity of the (time-dependent) perturbation term Vet) is taken

into account [Herzberg 9; Loudon 1]. The phase-factors appearing in the basis set

wave functions (equations 7.5 and 7.6) will be shown to change due to the "action" of

the perturbation term Vet) (equation 7.14); this change (Li-a = ae - ag) is modeled as

occurring in relatively brief time-intervals before and after a collision-induced photon

absorption or emission event (i.e. state-changing event). The notation for the variables

Pg , Pe, A , B , and Li-a was originally established by Foley [Foley 2]; more specifically,

the A and B parameters in equation 7.12 and 7.13 should not be confused with the

Einstein A and B coefficients.

The interactions between the chromophore and buffer gas (during a

"meaningful" portion of a collision event) are being modeled (equation 7.14) as step

functions (see Figure 7.1) with single-valued (ensemble-average) interaction energies

Pg and Pe (assumed to be valid for a wide range of buffer gas pressures at a given

temperature), respectively for the lower and upper energy levels of the chromophore.

Pg can be visualized as acting over the (ensemble-average) time-interval Li.tg before the

photon absorption event and Pe is taken to act over the time-interval Li-te after the

photon absorption event. It is assumed that the relatively brief time-intervals of

interaction are much shorter in duration than the (steady-state) ensemble-average time­

interval TO between state-changing events: TO » Li.tg ::= Li-te . Also, the time-interval of
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the photon absorption event t1tsc is assumed to be much shorter in duration than that of

the interaction between the chromophore and the buffer gas: Mg =:: Me» M sc . This

derivation will approximate the state-changing time-interval t1tsc as being

instantaneous: t1tsc = 0 .

[g)

E
Ie) j

~

hw
Ig) ~ Ie)

A ·1Pg~
'------------t~ ..

)

t

Figure 7.1 Collision-induced perturbations of a two-level system before and after
photon absorption modeled as step functions (in accord with equation 7.14). The
parameters in this diagram are explained in the text. The region of the lower and
upper energy levels are given (in the "ket" designation) respectively by Ig) and Ie).
The photon absorption event (characterized by M sc and t1E = hw) is given by Jg) ~ Ie).
The magnitude of Pg and Pe are greatly exaggerated; in general t1E = hw» Pg =Pe.

And of considerable importance, the perturbation term Vet), as given in

equation 7.12, is Hermitian (i.e. an operator that is equal to its adjoint), and so the total

Hamiltonian H(t) is Hermitian. We will explore the implications of such a choice later

in this chapter, primarily in Sections 7.6 and 7.7.
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7.3 Time-Dependent First-Order Perturbation Theory

A first-order (i.e. linear) perturbation treatment of the time-dependent

Schrodinger equation is perhaps more readily "visualized" in the so called Interaction

Picture. We begin by defining the transformation into the Interaction Picture:

Vo (t, to) /P(t))
(7.15)

The free-evolution operator Uo(t, to) for the unpeliurbed (i.e. perfectly isolated

chromophore) basis set of stationary-state wave functions (equations 7.5 and 7.6) is

defined as:

VoCt, to) = exp(- i n-1 HoCt - to)) (7.16)

The Hermiticity of the (properly time-averaged time-independent) stationary­

state term Ho in the total Hamiltonian implies that Uo(t, to) is unitary, which is to say

that Uotet, to) = UO-I(t, to), or equivalently that Uo(t, to) Uot(t, to) = Uo(t, to) UO-I(t, to) =

1; the symbols "t" and "-I" refer respectively to the (mathematical operations)

adjoint and inversion. Furthermore, Uo(to, to) = 1 so that:

(7.17)
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The time-dependent Schrodinger equation for the total Hamiltonian HCt)

(equation 7.1) is given by:

aI'P (t)

at - i Ii-I H(t) 1'P(t)
(7.18)

In the Interaction Picture, with the use of equations 7.15 and 7.16 and the

unitary property of Ua(t, to), equation 7.18 becomes:

(7.19)

In equation 7.19 the rotation introduced by application of the free-evolution operator

UaCt, to) (equation 7.16) has removed the stationary-state (i.e. time-independent)

Hamiltonian Hafrom the time-dependent Schrodinger equation.

The (time-dependent) perturbation term Vct) in the Interaction Picture

Hamiltonian is given by the unitary transformation:

Vet)
t= Uo(t, to) Vet) UO(t, to)

exp(ili- I Ho(t - to)) V(t)exp(-ili- I Ho(t - to)) (7.20)

The perturbation term Vet) is expected (apart from the possibility of an

unrecognized factor of two or such) to have the following form [Loudon 2]:

Vet) = jiEo(le) (gl exp(-i wt) + Ig) (el expO wt)) (7.21)
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Equation 7.21 expresses the electric-dipole interaction between the two-level system

and the quantized radiation field in the Generalized Rotating Wave Approximation

[Bamt 2; Loudon 2]; the transition operators Ie) (gl and Ig) (el describe state-changes

between the two levels in the presence of a radiation field tuned to a resonant

frequency w.

Let's now assume that (in the presence ofradiation field turned-on at a

resonant frequency w) there will be an interaction between the buffer gas and the

chromophore for a relatively brief time-interval (compared to the time-interval

between state-changes), both before and after the state-changing event:

Vm(t) = ,uEo(exp(ih-1 Pet) Ie) (glexp(-ih-1 Pgt)exp(-iwt)

= ,uEo( Ie) (gl exp(i m ~a - i wt)

+ Ig)(elexp(-im~a + iwt)) (7.22)

In equation 7.22 the interaction of the chromophore with the buffer gas is

being modeled as two step-functions, one on either side of the transition operator; the

interaction operators Pg and Pe correspond respectively to the interactions of the lower

and upper energy levels (i.e. states) of the chromophore with the buffer gas, before and

after the photon absorption or emission event for the time-intervals Mg and Me. The

change of the (two-level system) wave function phase-factor was previously defined in

equation 7.14 and given again here: ~Q:' = Pz-l(MePe - PgMg). The description given

here for the ensemble-average interactions is depicted in Figure 7.1. In a given time­

interval ~t = t - to (and to is set equal to zero) there is a probability of m such

interactions, which are taken as being relatively brief in duration compared to the time
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between these state-changing events. In the process of constructing more fully

equation 7.22 (in what follows in this sub-section), the probability of m interactions

will be modeled by the Poisson distribution, which agrees well with the notion of an

exponential decay in the time domain [Larsen].

Let's now examine the nature of the (mathematical) iteration procedure leading

to first-order solutions of equation 7.19. The first-order solutions require (at a

minimum) thatJ1Eo -7- Ii« 1; see also Section 5.3. Without loss of generality, we'll

assume that the observation period begins (to) with the chromophore in the lower

energy level and set to = O. The general solution of equation 7.19 is then given by:

I~(t))
(7.23)

However, equation 7.19 is a differential equation that involves time-ordered

operators and so it must be solved by successive iterations; the solution up to time tm

(i.e. the mth iteration) is plugged back into the integral on the right hand side of

equation 7.23 to generate the solution up to time tm+l, where tm < tm + I, and so on (i.e.

time-ordering of the iteration process) [Mukamel]. It may be worth comparing the

time-ordered method outlined below to Picard's iteration method [Boyce].
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The first iteration of equation 7.23 (so named for convenience, since it is not

really an iteration of a previously obtained solution) gives:

(l1
- Ig) - i/lEOh-1JO (exp(iLlQ:'+i(wO -w)t) le)<gl

+ exp( - i LlQ:' - i (wo - w) t) \g) <e\) Ig) d t

(7.24)

The appearance of UJo in equation 7.24 is due to the difference in energies of the freely

evolving stationary-states on either side of the state change in equation 7.20. Equation

7.24 has been simplified by recalling that the stationary-states Jg) and Ie) are

orthogonal and normalized, and I[ is defined as:

(l1
II == /lEo J

o
(exp(i LlQ:' + i (wo - w) t) elt

(7.25)
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The second iteration of equation 7.23 gives:

+ exp(- i 2 ~(1' - i (wo - w) t) Ig) <el)

x (Ig) - ill Ie») cit

(7.26)

Similar to equation 7.25,12 is defined as:

(12
12 == flEo J

o
(exp(i2~(1'+ i(wO -w)t)dit

(7.27)

As mentioned above, the experiment is configured (using a relatively low

intensity radiation field) such that it is considered a reasonable approximation to

truncate the iteration solutions to first-order in 1m, as was done at the end of equation

7.26; an absorption experiment can be configured to be linear in 1m by simply setting

the incident radiation field intensity E0
2 to be sufficiently small.
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The mth iteration of equation 7.23 gives:

I
~) 1 (tm ~ I~ )'P(0) - i Ii- J0 V m (t) 'Pm - 1 di t

-1 (tm
Ig) - iii J

o
(exp(i m ~Q' + i (Wo - w) t) Ie) (gl

+ exp(- i m ~Q' - i (wo - w) t) Ig) (el)

x (Ig) - ilm - 1 Ie») di t

Similar to equations 7.25 and 7.27, 1m is defined as:

(7.28)

('m
1m == IlEo J

o
(exp(im~Q'+i(wo -w)t)dit

(7.29)

Of course, we do not know how many collision-induced state-changes took

place on a given (relatively long-duration) observation time-interval t in an ensemble

(i.e. large collection) of cmomophores. However, since these (discrete) events occur

randomly, it is proposed that the corresponding term of the Poisson probability

distribution Pm be associated with each possible number of (subsequent) state-changes

(i.e. iterations of equation 7.23), and simply add together all possible outcomes to

form the ensemble-average wave function. This procedure is akin to asking how the

"2To time-intervals" (i.e. on the ensemble-average time-interval scale defined by 2To =
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Tabs + Tem) for subsequent collision-induced absorption events are randomly distributed

according to the Poisson distribution in the time-interval !1t = (t - to) == (t - 0). All of

these probability-based contributions to the two-level wave function are taken into

account (for any given time-interval) by rewriting equation 7.29 as:

ImCt) == J.1 Eo(f .L'Pm(exp(imtl.a+i(WO -W)i))di]le>(gl
m=O 0

(7.30)

While the tilde has not been used over Im(t) in equation 7.30, and in similar terms in

equations 7.24 through 7.29, these symbols represent "objects" in the Interaction

Picture.

In equation 7.30, Pm represents the mth term of the (normalized) Poisson

probability function:

( t )m 1 ( t)-- --exp ---
2To m! 2To (7.31 )

The m = °term of equation 7.31 is the probability for the free-evolution period

leading up to the first state-changing event (on any given time-interval t); it provides a

probability expression in the form of a simple exponential decay that the transition

sequence Ie) ---+ Ig) ---+ Ie) (on the "2To time-scale") will not occur again. That such a

choice of the decay rate (2Tor1 for the m = °term of the Poisson distribution is

appropriate for the observation of steady-state dynamics in a (steady-state) linear

absorption experiment is (perhaps) not so obvious. However, the manner in which an

observation is performed in a steady-state linear absorption experiment is meant to be

consistent with an observational configuration that "sees" (only) steady-state dynamics

(that occur on the "2To time-scale"). This situation is achieved by using a detection



238

scheme that (continuously) integrates the radiation intensity falling on the detectors for

time-intervals that are much longer than TO, with the actual (recorded) observation

being made after many tens (or more) of such integration time-intervals having passed

since the radiation source was initially turned-on at a particular frequency w. (Similar

arguments apply to a wavelength-modulated experiment, except that the "observed"

steady-state is intrinsically oscillating.) As well, this sort of observational

arrangement is also allowing the detection scheme to reach a steady-state before

recording its signal value (typically a voltage).

Essentially, the above derivation is providing a means of constructing the

perturbation term Vet) (of equation 7.21) as a probability weighted sum of terms that

accounts for all possible number of transitions (i.e. outcomes) during a given

observation time-interval t. Since only the ensemble-average time-interval between

state changes 2To = Tabs + Tem is "knowable" (in this model), the transformation

between the Schrodinger and Interaction Pictures reduces to multiplications by

exp(-iwo t) and its complex conjugate; the relative simplicity of these transformations

is due to the unitary property of the intervening free-evolution operators that appear

between state-changing events in the Interaction Picture (i.e. UO(tm, tm-I) UO~I(tm, tm-I)

= UO(2To, 0) Uo~I(2TO, 0) = 1). Equation 7.23 and 7.30 then give the time-dependent

(two-level system) wave function to first-order (for the time-ordered perturbation

expansion in the Interaction Picture) as:

(7.32)
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Performing the summation over all possible numbers of state-changes m (i.e. m

= zero to infinity for the ensemble of chromophores) for an arbitrary time-interval tin

equation 7.30 gives:

l~ (I)) ~ Ig)

e ((A 1 + i B) t )
-iIlEoh-

1J
o

exp --2-T-O-- +i(wo -w)t dtle)

(7.33)

The ensemble-average width and shift parameters (given respectively by A and

B) in equation 7.33 have been previously defined in equation 7.13. Furthermore,

transforming equation 7.33 from the Interaction Picture back to the Schrodinger

Picture (i.e. removing the rotation exp(iwot)) leads to identifying equation 7.12 as the

(sought for Hermitian) perturbation term Vet) that describes collision-induced photon

absorption emission events.

7.4 Excited-State Probabilities

As mentioned in Section 2.8, the observation of spectral features (i.e. transition

line shapes) is predicated on the existence of ro-vibronic transitions (i.e. absorption

and emission of photons). Furthermore, the observation of a reproducibly constant

steady-state line shape (at a given buffer gas pressure) is consistent with an ensemble­

average steady-state value of chromophores in the upper energy level (i.e. the excited­

state) at (the conceptually challenging) "any given instant in time".

The next step in this derivation, then, is to calculate the ensemble-average

excited-state probability ICe(t)12 = C/(t) x Ce(t). Along with the properties of Ig) and

Ie) mentioned in the text following equation 7.11 (specifically, that (gle) = (elg) = 0
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and (gig) = (eJe) = 1), utilization of equations 7.7, 7.15, 7.16, and 7.33 leads in a

relatively straight-forward way to:

= (lJ1Ct, w) I e) (e IlJ1Ct, w) - (;PCt, w) Ie) (e I;Pct, W))

_ (J.1EO)2 eexp(- (A - 1 - iB)t _ i(wo - W)tJdlt
Pi Jo 2To

fot ((A - 1 + i B) t Jx exp + i (wo - w) t dl t
o 2To

(7.34)

Equation 7.32 indicates that ICe(t)1 2 is also a function of frequency W, which has been

included in the notation of equation 7.34.
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The general solution of equation 7.34, constrained by the assumptions that Lla

*- 0 or 27f (i.e. A < 1; see equation 7.13) (and, of course, TO, wo, and ware all greater

than zero), is given by:

2ICeCt, w)1
_ w + JL)2

2TO

2exp( - (1 ;T:l t) cos((Wo - w + 21~J t))
(7.35)

Equation 7.35 is noteworthy because it is identical in form to the time-dependent

excited-state probability ICe(t, w)!2 obtained by solving the optical Bloch equations in

which a phenomenological decay rate has been included and for the condition of a

relatively low intensity radiation field [Loudon 1].

The steady-state limit for the probability of a chromophore being in the upper

energy level can be identified with the asymptotic limit of equation 7.35, which is

found by letting t ~ 00:

2ICeCoo, w)1
w + JL)2

2TO (7.36)

For the experimental configurations used in this project, where the detection

(i.e. observation) scheme had an integration time-interval that is reproducible with a
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high degree of accuracy, and is at least three orders of magnitude (i.e. 103
) larger than

the ensemble-average time-interval between state changes TO, it seems reasonable to

proceed in this derivation using equation 7.36 as the ensemble-average line shape

model for the width and line-center shift (corresponding to the homogeneous

component of an observed line shape). Also, without loss of generality (with regard to

connecting equation 7.36 to the experimentally measured pressure broadening and

pressure shift coefficients), the pressure-independent contribution to the model line

shape of equation 7.36 has been omitted; more specifically, this omission refers to the

pressure-independent stimulated absorption process; see also Sections 2.9 and 2.10.

It may also be worth noting that equation 7.33 leads to ICgCt, w)12
= Cg*(t, w) x

Cit, w) 2': 1, which agrees with the notion that a first-order perturbation expansion is

valid for relatively weak perturbations.

7.5 Pressure Broadening and Pressure Shift Coefficients

The next step in this derivation is to relate the pressure broadening and the

pressure shift coefficients (given respectively by Bp and Sp) to the A and B line shape

parameters. The relevant pieces needed to relate the "hard-sphere" collision cross­

section (based on the predictions obtained from gas-kinetic theory for the behavior of

an ideal gas) to the observed line-width and line-center shift by:

P nkB T; fJ¥.; mj m 2
v J1.m

'lrJ1.m mj + m2

1 PCTV
'lrd2z nCTV -- CT

TO kB T ' (7.37)
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The parameters in equation 7.37 have the following definitions: P is the buffer

gas pressure; n is the number density of the buffer gas (assumed to be at least an order

of magnitude larger than the constant chromophore number density N = Ng + N e); kB is

the Boltzmann constant; T is the temperature; z is the collision frequency; TO is the

ensemble-average time-interval between collisions of a single chromophore and a

buffer gas particle that induce a state change in the chromophore (i.e. photon

absorption or emission); CT is the ensemble-average (integrated) collision cross-section

for these collision-induced state changes for a given buffer gas; d is the interaction

distance associated with the collision cross-section CT; v is the ensemble-average

relative speed between the chromophore and the buffer gas for thermal equilibrium

conditions in a gas cell; J1m is the reduced mass, m\ is the mass of a single

chromophore particle (e.g. diatomic iodine); and m2 is the mass of a single buffer gas

particle.

In terms of the hard-sphere collision model, the full width at half maximum

height (~WFWHM =2Jr~v FWI-lM) and line-center shift (~wo =2Jr~vo) in the Lorentzian

distribution of equation 7.36 can be readily identified:

2(O-A)) 2(l - A) Pcrv
~WFWHM

2TO 2 kBT (7.38)

B B Pcrv
~WO ---

2To 2 kBT (7.39)

The pressure broadening (Bp) and pressure shift (Sp) coefficients are,

respectively, the change in the line width (FWHM) and the line-center position (i.e.
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frequency) per unit change in pressure (see also Section 6.3); these "rates" are found

from the pressure-dependent equations 7.38 and 7.39 according to the definitions:

8 L1VFWHM (l - A) (TV
Bp 8P 27f kB T (7.40)

8 L1Vo B (TV
Sp = 8P 47f kB T (7.41)

The pressure broadening and pressure shift coefficients of equation 7.40 and

7.41 are obtained through an analysis of the de-convolved line-shape data. These two

experimentally determined parameters can then be rearranged to obtain a solution for

the ensemble-average change in the wave function phase-factor (for a state-changing

event) i1Cl', which then leads to solutions for A, B, and (T.

The solution to i1Cl' is readily found from the ratio of the pressure broadening to

pressure shift coefficients:

2 (1 - A)

B
(7.42)

Equation 7.42 is plotted in Figure 7.2. The valid (i.e. i1Cl' *- 0, which is equivalent to A

*- 1 and B *- 0) solution of equation 7.42 is:

-1 (4 - RbS
2

Jcos 2
4 + Rbs (7.43)
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Calculations of the ensemble-average changes in the wave function phase­

factor Aa for diatomic iodine in the presence of noble gases (as the buffer gas) using

equation 7.43 are listed in Table 7.1.

-150

I

150
!:J.cr (degrees)

Figure 7.2 Plot of the ratio Rbs of the pressure broadening to pressure shift coefficients
Rbs = Bp/Sp= 2tan(Aa/2) as a function of the ensemble-average change in the (wave
function) phase-factor, Aa.

Comparison of equations 6.5 and 7.40 (which both use the same value of the

pressure broadening coefficient Bp) indicates that the collision cross-section if of

equation 6.5 is commensurate with the (unreachable) asymptotic limit (shown in

Figure 7.2) at Aa = ± n, for which A = °and B = 1. That is to say, the asymptotic limit

(at Aa = ± n) corresponds to the physically unrealizable perfectly elastic collision; i.e.

instantaneous collisions between non-existent infinitely non-deformable hard-spheres.

In equation 7.40, while the constituents (i.e. electrons and nuclei) of the collision

partners can still be approximated as hard-spheres, the effect of the time-integrated

interactions of these constituents (i.e. electric and magnetic forces acting over time

and space) during a state-changing event appears as an increase in the collision cross-
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section over the perfectly elastic case by the factor 2(1 - Ar
l

. Since 0 < A < 1, the

elastic collision cross-section CTelastic represents a lower-bound limit on the collision

cross-section. In this sense, it seems reasonable to identify the collision cross-section

of equation 7.40 as an inelastic collision cross-section CTinelastic, so that CTinelastic = 2(1 ­

Ar1CTelastic> CTelastic; see Figure 7.3.

Table 7.1 Ensemble-average change in the wave function phase-factor ilCY of diatomic
iodine (12), for high-J transition energies in the vicinity of 14,819 cm-I, for a given
noble gas as the buffer gas (at a temperature of 292 K), and based on the pressure
broadening and pressure shift coefficients presented in Sub-Section 6.2.1, specifically
Tables 6.2 and 6.3; the uncertainties of these fit results are given in parenthesis in units
of the last significant figure.

Buffer Gas Bp(MHz/torr) Sp (MHz/torr) Rbs ilCY (degrees)

He 8.34(31 ) -0.201(50) -41.5(104) -174(1 )

Ne 6.17(39) -0.713(29) -8.65(65) -154(2)

Ar 7.70(41) -1.32(11 ) -5.83(58) -142(4)

Kr 6.86(66) -1.40(6) -4.90(52) -136(3)

Xe 6.47(44) -1.71(10) -3.78(34) -124(4)

The two-level model developed so far in this chapter provides for a (more)

complete characterization of pressure broadening and pressure shift coefficients,

which includes calculation of a collision cross-section CT and a change in wave

function phase-factor ilcy. A visual display of the relative values of these parameters

obtained in this project from room temperature (i.e. T = 292 K) experiments is

presented in Figure 7.3.
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Figure 7.3 Ensemble-average collision cross-sections (j (left panel) and change in the
(wave function) phase-factor ~a (right panel) for diatomic iodine. The elastic
collision cross-sections (j presented in Section 6.3 are included in the left panel. The
changes between elastic and inelastic collision cross-section values are (all) uniformly
compressed, maintaining the same ordering already indicated by the vertical
placement (in the plot area) of the buffer gas (chemical notation) labels; as an
example, arrow-tipped lines between the elastic and inelastic collision cross-sections
(j for xenon (Xe) and carbon dioxide (C02) have been included. All results in this
figure were obtained from spectra using the Philips diode laser system with the gas
cells at room temperature (292 K). The values presented in this plot are averages for
the lines analyzed in the wave number region 14,817.95 to 14,819.45 em-I.
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7.6 Asymmetric Line Shape

The two-level system model presented so far in this chapter appears to have

achieved the worthwhile goal of taking the two-level system out of perfect isolation,

and in doing so we have discovered a dynamical parameter (L1a) that, in some sense or

another, describes the "cause" of photon absorption and emission. The change in

wave function phase-factor L1a for a state-changing event can be interpreted as

characterizing the ensemble-average energy exchange that transpires between a

chromophore and a buffer gas particle during a collision-induced state-changing event;

or more precisely, something akin to the difference in the time-integrated interaction

energy for the time-intervals L1tg and Me before and after the relatively short time­

interval M sc of photon absorption or emission, or "action-difference"; see also Figure

7.1.

A central goal in any spectroscopy experiment is to understand the information

content encoded in a recorded spectrum. With regard to Doppler-limited high­

resolution steady-state linear absorption frequency domain spectra, descriptions of

state-changing processes (e.g. Sections 2.8, 2.9, 2.10, and 6.3) and the construction of

model line shapes (e.g. Sections 2.11,5.2,5.3, and 6.3, and Sections 7.2 through 7.4)

relevant to achieving this goal has been previously described in this dissertation.

However, on its own, the two-level system model presented in this chapter does not

provide a more definitive understanding of the relationship between the state-changing

processes described elsewhere in this dissertation and an observed high-resolution

frequency domain spectrum. In particular, there is still the unresolved issue of

asymmetric line shapes in observed high-resolution steady-state linear absorption

frequency domain spectra and the apparent inability of the methods used in this

chapter to predict an asymmetric line shape.
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The development of theoretical constructs capable of describing observed

(asymmetric) line shapes in high-resolution steady-state linear absorption frequency

domain spectra is quite extensive and well documented [Allard]. And it is a basic

tenet of the Scientific Method that the collective efforts of scientists are required in

deciding on the merit of a given theoretical description. It is in this spirit that further

considerations based on the model presented in this chapter will be pursued. As

previously mentioned, the description offered in this chapter follows in the footsteps

of Foley [Foley 2 and 3]. Assuming that the model presented in this chapter is of a

more general and/or a more fundamental nature, or perhaps is simply a bit more

transparent, we'll now turn to the task of attempting to discern if it can provide some

insight into the apparent inability of the methods used in this chapter to predict an

asymmetric line shape and the generally accepted interpretation of quantum mechanics

with regard to requiring the use of Hermitian Hamiltonians.

Let's first review briefly what has been mentioned in this dissertation.

Equation 2.11 suggests that the model line shape (i.e. line width and line-center shift)

obtained from a theory of state-changing processes in the microscopic domain (such as

can be obtained from quantum mechanics) will predict an asymmetric steady-state line

shape based on the excited-state probability ICe(w)1 2 alone. The exponential decay

model (i.e. Poisson distribution) presented in Section 6.3 suggests that all state­

changing processes on both the lower and upper energy levels that affect the

transmitted radiation field will contribute to the observed line shape (as seen by the

detector) in a steady-state high-resolution frequency domain absorption spectrum.

(The obvious anomaly to this interpretation would be the spontaneous photon

emission process. By what mechanism would the random loss of a photon from the

incident radiation field, through a state-changing process that does not depend on this

radiation field, affect the transmitted radiation field?) Furthermore, from a classical

(equilibrium) thermodynamics perspective, the steady-state kinetic model for a two­

level system presented in Section 2.11 suggests that the ensemble-average time­

intervals between state-changing events that (at least) affect the observed portion of
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the radiation field need not be equal (i.e. Tabs"* Tern, where the ensemble-average time­

interval between photon emission events T em does not include a contribution from the

spontaneous emission process; c.f. figure 2.8), and that the collision cross-section for

photon absorption is smaller than for photon emission (crabs < crern ), from which it

follows that !J.a:abs "* !J.a:em .

Let's now consider the nature and origin of the symmetry in the predicted line

shape of the two-level system model. The single rotation frequency (wo) of the

Interaction Picture suggests that the (time-ordered) perturbation methods presented in

this chapter will not resolve the state-changing rates any further than 2To = Tabs + Tern.

(And we are still left to wonder whether or not the spontaneous emission rate A jp

should contribute to the ensemble-average state-changing rate used in the quantum

mechanical derivation of the two-level system model.) The time-dependent

perturbation methods presented in this chapter are applicable to state-changing

processes that occur randomly in time and space; an "opposite" limiting case would be

state-changing processes that occur coherently in time (e.g. the preparation of a non­

equilibrium population in an optical photon echo experiment or the production of

radiation by a laser).

However, given that the use of a Hermitian Hamiltonian appears to isolate the

contribution to !J.a: as originating from the photon absorption process alone, the

persistence of a symmetric line shape model can perhaps be traced to the underlying

condition buried deep in the derivation of the two-level system (presented in this

chapter) on the equality of the "causes" for photon absorption and emission: !J..a: =

!J.a:abs = !J.a:ern . The use of Hermitian Hamiltonian also appears to be consistent with

the assumption that equation 7.8 must be composed ofreal-valued numbers that

represent the probabilities for a chromophore to be in the lower and upper energy

levels. The role of Hermiticity in generating real-valued probabilities is long

recognized as a guiding "force" in its implementation in quantum mechanics,

especially with regard to the time-independent Schrodinger equation. Does this mean

that (time-dependent) quantum mechanics has nothing to say about the conclusion
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obtained from the consideration of steady-state kinetics and classical (equilibrium)

thermodynamics on the inequality of these "causes" (i.e. that b.aabs *- b.aem )?

Also, if state-changing events are random with respect to the 2To time scale and

the condition of equal "causes" b.aabs = b.aem (obtained by the use of a Hermitian

Hamiltonian) is a statement of time-reversal symmetry, that the (ensemble-average)

"path" from the ground state to the excited state is the same as that for the excited state

to the ground state (i.e. \g) ~ Ie) = Ie) ~ Ig) ), then it appears that only perfectly

symmetric line shapes would be predicted. Of course, the mere existence of an

independent (or at least quasi-independent [Allen 3]) asymmetric process like

spontaneous emission (Asp in Figures 2.5 and 2.6) appears to be in conflict with this

point of view; it is another indication that a more complete line shape model will

predict such asymmetries.

In the presence of a relatively low-intensity radiation source, the pressures

achievable in a gas-phase environment can readily go outside the applicable range of

models that that are based on spatially and temporally isolated two-body (not

including the photon) collision events. However, these three-body (not including the

photon) events are randomly interspersed among each other (according to well

behaved probability distributions), from which it appears to follow that a perturbation

treatment similar to that outlined in Section 7.3 will predict a symmetric line shape.

Such a conclusion is predicated on the recognition that the time domain probability

"function" describing all possible combinations of state-changing events will be

complete (i.e. m = zero to infinity) and that it will be perfectly symmetric with respect

to time-reversal (i.e. the use of a Hermitian Hamiltonian); the result ofthese two

stipulations being that the perturbation integrals (e.g. equation 7.34) will be perfectly

symmetric about a central frequency. As well, it seems conceptually correct to

conclude that higher-order terms in the time-ordered perturbation expansion (with or

without a mixture of two-body and three-body collisions) will follow the same

precepts just described above for three-body collision-induced state-changing events,



252

and so such line shape models would also be perfectly symmetric about a central

frequency.

Of course, the chromophore in the two-level system model presented here is

still stationary (i.e. without translational motion), which is (effectively) why the

Doppler line shape component (based on a model of perfectly elastic collisions

between dimensionless, point-like objects (a.k.a. an ideal gas)) is convolved with the

Lorentzian portion from equation 7.36 to form the model line shape used for spectral

analysis; e.g. see Sections 2.11,5.2, and 5.3. While the deceleration and acceleration

of the chromophore during its journey through the gas cell might alter the nature of the

inhomogeneous contribution to the total lines shape from being perfectly Gaussian, the

symmetry properties described above would apply here as well, so that this de-phasing

process could still be expected to yield a contribution that is perfectly symmetric about

a central frequency. And the convolution of symmetric components (e.g. Gaussian

and Lorentzian) is itself symmetric about a central frequency.

These symmetry-based arguments alone are perhaps not sufficient in calling

attention to this matter of predicting asymmetric line shapes, since they would still

leave open the possibility that the underlying probability functions are not perfectly

symmetric. However, in conjunction with the arguments at the beginning of this

section about the information content of an observed asymmetric steady-state linear

absorption line shape, it seems reasonable to suspect that a model line shape will

include information about the different "paths", one ensemble-average path for photon

absorption and another ensemble-average path for photon emission.

The next section of this chapter will examine the possibility that an

interpretation of quantum mechanics, for which the single propagation direction of

time is specified, could lead to a fundamental revision of the manner in which a model

line shape is calculated, one that can account for the different ensemble-average

"path" taken for photon absorption as compared to photon emission (i.e. b..aabs t- b..aem),

and is thus capable of predicting an asymmetric line shape.
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7.7 Non-Hermitian Hamiltonians

Equation 7.32 and can be expressed in such a way as to capture the essence of

a time-dependent state-changing operator Tm(t):

l;rct)) ~ (1 ih-1ltVCt)dt)I;rCO))

(1 - i h- 1 ImCt)) Ig) Ig) - CeCt, w) Ie)
TmCt) Ig) (7.44)

In general, Ce(l, w) is complex-valued, and the action of Tm(t) on a single

stationary-state solution of the time-independent Schrodinger equation ( Ig) ) splits it

into time-dependent contributions from both states ( Ig) and Ie»). So, while Tm(t) may

be Hermitian, it is not leading to real-valued eignevalues in this solution (equation

7.44) of the time-dependent Schrodinger equation. Whether or not it is appropriate to

refer to the time-dependent equation 7.44 as an eigenvalue-eigenfunction problem is

not clear; it does not appear to have the same properties as the time-independent form

of such a problem. In particular, the action of the time-independent Hermitian

Hamiltonian Hoon time-independent stationary-state (Ig) or Ie») returns real-valued

eignevalues that correspond to the energy of the stationary-state (hwg or hwe); the

stationary-state is not altered by the action of the time-independent Hermitian

Hamiltonian; and the stationary-state solutions to the time-independent Schrodinger

equation are orthogonal to each other (gle) = (elg) = 0).

We also tend to be confident in the assertion that objective time - "objective"

in the sense that its existence is independent of the dynamical models that make use of

the time (t) parameter - propagates in only one direction, which leads to the question:
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is it possible that a slight revision of the manner in which the time-dependent

Schrodinger equation is interpreted will reveal this reality? Of particular interest in

this question is the assumption that Ce'(t, w) is derived from the complex-conjugate of

the time-dependent Schrodinger equation:

a\p(t)1
at (7.45)

If the notion that the Hamiltonian must be Hermitian is suspended, then the

perturbation term Vet) could perhaps be expressed as:

vmet) = J1 Eo Ie) (gl exp(i m !1aabs + i (wo - w) t)

+ J1 Eo Ig) (el exp( - i m !1aem - i (wo - w) t) (7.46)

However, using equation 7.46 in equation 7.34 (in the usual method of using

the Hermitian conjugate of equation 7.46 when computing C/(t, w)) will still result in

a perfectly symmetric line shape model. Furthermore, the sign in the exponential

terms of equation 7.46 can be interpreted as an expression of the flow direction of

energy, and so the change in sign between !iQem and !iQabs appears to be unwarranted.

Using the observation of asymmetric line shape as a guide then leads to the

proposal of accounting for the single propagation direction of time (a.k.a. objective
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time) through the following conversion to the time-reversed sense of the time­

dependent Schrodinger equation:

(7.47)

Equation 7.46 and it's time-reversed form can then be expressed as:

+ fl Eo Ig) (el expU m !:1Q;em - i (wo - w) (t - ti))

(7.48)

Vm(tf - t) = flEo Ie) (gl exp(-i m !:1Q;abs + i(wo - w) (tf - t))

+ fl Eo Ig) (el exp(- i m !:1Q;em - i (wo - w) (tf - t))

(7.49)

Such a proposal as offered here makes it possible to account for both photon

absorption and photon emission in the predicted line shape for the two-level system
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model. The calculation of the steady-state coefficient ICe(w)12 becomes (c.f. equations

7.34 and 7.36):

(/1£0)2loo ((A em - 1 - iBem) t. J-- exp - 1 (WO - w) t d t
Pz 0 2 TO

l CXl ( (A abs - 1 + i Babs) t. J
X exp + 1 (wo - w) t d t

o 2To

(/1:0)2 1 _

n Aem - 1 i ((WO _ w) + Bem )
2TO 2TO

1
X

w) + Babs )
2TO (7.50)

While it is possible for equation 7.50 to predict an asymmetric line shape, there

is now the issue (or puzzle) of how to interpret the meaning of the complex-valued

steady-state coefficients (or "probabilities") ICe(w)12and ICg(w)12 (instead of the usual

real-valued probabilities obtained respectively from equations 7.36 and 7.8). Equation

7.7 informs us that in some manner (or another) these coefficients represent the

probability of the chromophore being in the upper or lower energy levels; e.g.

Re( ICe(W)!2 ) + Re( ICg(w)12
) = 1. Equation 7.8 implies that rm( ICeCw)12 ) =

-rm( ICg(w)12); the imaginary parts are equal in magnitude and opposite in sign, which

is to say they are complex-conjugate to each other. These considerations lead to the

somewhat heuristic assumption that the probabilities are given by the real parts ("Re")
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of these complex-valued coefficients; e.g. the probability of finding a given

chromophore in the excited-state is given by Re( ICe(w)12
).

The origin of the imaginary parts ("1m") of the complex-valued steady-state

coefficients ICe(w)12 and ICg(w)12 can be traced to the time-integrated interaction

energies for photon absorption and emission in equation 7.34; i.e. exp(imLlaabs) and

exp(imLlaem). The integration over time of the interaction energy characterizes the

energy exchange process that takes place during a state-changing event, and that they

should be unequal along the two different "paths" (e.g. Ig) ---+ Ie) -::F Ie) ---+ 19) ) appears

to agree with our notions of irreversibility. That is to say, the inequality of energy

exchange for these two different "paths" provides a mechanistic perspective by which

"thermal" interactions between (deformable) matter particles can lead to the flow (i.e.

dissipation) of heat energy in the microscopic domain.

These considerations also appear to be relevant to wondering about the nature

of the "magical" event that takes place between a chromophore and a photon (particle

picture) and/or between a chromophore and the radiation field (wave picture). Let's

tacitly assume that such an event occurs during the relatively brief time-interval Llfsc

depicted in Figure 7.1. Should we then anticipate that the energy exchange between

these two objects is also not of equal measure for the two possible "paths" (of photon

absorption and photon emission), that there exists an irreversible component in this

(relatively brief) portion of the state-changing event? Such considerations appear to

be consistent with a mechanistic perspective by which "thermal" interactions (i.e.

time-integrated work) between a radiation field and matter can lead to the (useful)

approximation of these two almost perfectly isolated objects reaching a state of

thermal equilibrium with each other in a perfectly isolated, single temperature T

black-body radiator [Irons].

Thermal equilibrium can be considered a "useful approximation" in the sense

that it applies to isolated objects. In the words of Max Planck: "A system which

changes without being acted on by external agents is called a perfect or isolated

system. Strictly speaking, no perfect system can be found in nature, since there is



258

constant interaction between all material bodies of the universe, and the law of

conservation of energy can not be rigorously applied to any real system [Planck]." A

corollary to this assertion by Planck on the non-existence of perfectly isolated systems

appears to be that a more accurate description of reality can be obtained by taking into
-

account the general condition of non-zero temperature gradients with respect to

position.
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CHAPTER VIII

SUMMARY AND CONCLUSIONS

8.1 Summary and Conclusions

The impetus for this project was the measurement of pressure broadening (Bp)

and pressure shift (Sp) coefficients of diatomic iodine (b) from steady-state (gas-phase)

Doppler-limited high-resolution internally-referenced linear absorption spectra

recorded in the frequency domain. The spectrometer was built around a precisely

tunable, relatively narrow bandwidth (as compared to the width of diatomic iodine

transitions) laser diode operating on a single-mode near a wavelength of 675 nm.

Wavelength-modulation techniques with phase-sensitive detection (i.e. lock-in

amplifier) were employed to obtain an approximate first-derivative spectrum ofthe

direct (i.e. not wavelength modulated) linear absorption spectrum. The well

collimated laser diode beam was split, with each portion separately detected after

passing through a reference gas cell and a sample gas cell. The reference gas cell

was held at a constant pressure (ca 0.18 torr) of nearly pure diatomic iodine, thus

providing an internal reference of line-center position.

Most of the results presented in this dissertation were derived from a

spectrometer in which the laser diode was continuously tuned by directly changing the

injection current it received (Philips Laser Diode System). The spectral region

investigated by this laser diode was 14,817.95 to 14,819.45 cm-I. It was found that

the spectra obtained with this spectrometer were insensitive to the choice of wave

number calibration method. This choice of calibration method was between a
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relatively easy to employ linear calibration procedure based on two prominent and

well characterized spectral features or a considerably more involved calibration

procedure that includes etalon fringes (ca. 600 MHz spacing) and most of the

prominent diatomic iodine spectral features. In both cases the wave number

assignments of the prominent spectral features agree well with the Iodine Atlases, and

they agree well with a spectrum reconstructed (i.e. simulated) from spectroscopic

constants and consideration of relative intensities in vibronic bands. The latter

comparison implies that quantum number assignments were made for all of the

spectral features observed during the course of this project and that they are in good

agreement with the relative intensities presented in the Iodine Atlases. As well, the

rotational quantum numbers (1) for the diatomic iodine transitions in this region are

relatively large so that the use of a high-J (asymptotic-limit) model to account for the

hyperfine structure (through linear superposition) was found to be sufficient. The

hyperfine structure in the high-J model collapses the 15 (even }") or 21 (odd J")

individual hyperfine transitions to six transitions. The wave number positions of

these six transitions can be characterized as the product of the asymptotic-l imit

eigenvalue (l) and the difference in the nuclear electric quadrupole coupling constant

for the X and B electronic states of diatomic iodine (tleQq); as well, the relative

intensities of each of the six composite transitions are specified in this model; see

Sub-Section 5.4.1.

A second spectrometer was used to explore some low-J diatomic iodine

transitions in the region 14,946.17 to 14,950.29 cm- I with argon as the buffer gas.

This spectrometer used an external cavity laser diode (New Focus External Cavity

Laser Diode System), which required using the calibration method based on etalon

fringes and most of the spectral features. The hyperfine structure in these spectra

required using the more general un-diagonalized energy representation (i.e. a

hyperfine structure Hamiltonian not approximated by its asymptotic-limit), from

which the line-center position (a.k.a. transition energy) for all 15 or 21 hyperfine

components were calculated.
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Room temperature (292 K) values of the pressure broadening (Bp) and pressure

shift (Sp) coefficients were determined for six unblended diatomic iodine lines in the

region 14,817.95 to 14,819.45 cm-1 (using the Philips Laser Diode System) for each of

the following buffer gases: the atoms He, Ne, Ar, Kr, and Xe; and the molecules H2, D2,

N2, CO2, N20, air, and H20. These coefficients were also determined at one additional

temperature (388 K) for He and CO2, and at two additional temperatures (348 and 388 K)

for Ar in this spectral region. Elastic collision cross-sections were determined for all

pressure broadening coefficients in this spectral region. Room temperature values of

the pressure broadening and pressure shift coefficients were also determined for several

low-J diatomic iodine transitions in the region 14,946.17 to 14,850.29 cm- I for Ar

(using the New Focus External Cavity Laser Diode System).

The pressure broadening and pressure shift coefficients were obtained from an

analysis of line width (FWHM) and line-center shift (relative to the reference gas cell)

as a function of buffer gas pressure. The model line shape was the convolution of a

Lorentzian (homogeneous) and Gaussian (inhomogeneous Doppler Effect) probability

distributions to form a Voigt profile. The algorithm used to calculate (through

nonlinear regression analysis) the Lorentz width and line-center shift of the observed

line shape is based on the Humlicek analytic approximation of the Voigt profile.

Considerable effort was made in this dissertation to determine the limits of

reliability (i.e. accuracy and/or precision) of the results obtained during the course of

this project. It was estimated that the pressure broadening and pressure shift

coefficients obtained in this project are reproducible to a relative accuracy of a few

percent (i.e. about two significant figures). Comparison of the pressure coefficients

measured in this project to those obtained from other experiments suggests a range of

agreement of about ten to twenty percent (i.e. about one to one-half significant figure).

While there are real differences in the measured values of the pressure

broadening (Bp) and pressure shift (Sp) coefficients for the buffer gases investigated in

this project, the more or less expected homogeneous changes in line width and

line-center position as a function of pressure are, within about a factor of two, 10 MHz
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per torr and 1 MHz per torr, respectively. However, given the tremendous

complexity of the interactions of such microscopic systems (e.g. diatomic iodine is

composed of two rather large nuclei and over a hundred electrons), the perspective on

modeling gradually shifted toward thinking about the two-level system and its

relationship to linear absorption spectroscopy; see Sections 2.11, 5.2, 5.3, 6.3.

In Section 2.11 a kinetic model was developed to show that the collision

cross-section for photon emission is greater than for photon absorption ((Tem > (Tabs),

thus indicating that there exists two different ensemble-average "paths" for a given

state-changing process (e.g. collision-induced stimulated photon absorption and

emission). The perspective on the state-changing processes offered in Sections 2.10

and 6.3 extends this picture beyond photon absorption and emission to include all

interactions that give rise to a perceived state-change of the radiation field. The point

of view was then adopted that only absorption and emission of photons have a direct

effect on the change in intensity of the radiation field, and that these and all other

interactions have an effect on the line shape (i.e. width and line-center shift) of the

radiation field. That is to say, the steady-state (cycle-averaged) radiation field

intensity contains information on the nature of the interactions of both the upper and

lower stationary-state energy levels of the c~romophore with the radiation field.

(The interactions of the buffer gas with the radiation field are assumed to be rather

weak as compared to the chromophore with the radiation field at the frequencies

investigated. )

In Chapter VII, the two-level system model was taken out of (perfect,

time-independent) isolation by allowing it to undergo randomly occurring two-body

collisions with a buffer gas [Foley 2]. These collisions were modeled as occurring

over two distinct and consecutive relatively brief time-intervals (as compared to the

time-interval between such collisions) using two distinct and consecutively occurring

step potential functions; see Figure 7.1. Each of the step potentials occurs on one

side or the other of the "instantaneous" state-changing event of the radiation field (e.g.

photon absorption and emission), and appear in the time-dependent Schrodinger
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equation as the product of an ensemble average interaction energy (Pg or Pe) and an

ensemble-average interaction time-interval (Mg or Me) for the corresponding

stationary-state energy level ( Ig) or Ie»). The difference of these time-integrated

interaction energies give rise to a new parameter that can perhaps best be characterized

as the change in wave function phase-factor ~Q:' (of the chromophore) for a

state-changing event: ~Q:' = Q:'e - Q:'g = -Ji-l(MePe - Pg~tg). From a philosophical

perspective, the change in wave function phase-factor ~Q:' appears to represent a

parameterization of "cause and effect" in the microscopic domain.

The relationship of the ratio of the pressure broadening coefficient to the

pressure shift coefficient (R bs == Bp -;- Sp) to the change in wave function phase-factor

~Q:' was then readily extracted from the model (R bs = 2tan(~Q:'/2)) and applied to the

measured values of these coefficients obtained in this project; see Figure 7.3. Also,

the collision cross-sections are always seen to increase by an amount that is

proportional to the ideal limit of a perfectly elastic collision for a given buffer gas.

The increase in collision cross-section is traceable to the inelastic interactions between

the constituents of the collision partners (i.e. electrons and nuclei in the chromophore

and the buffer gas); to a first-order approximation, these interactions can be modeled

with the classical (force) field theory of electricity and magnetism. That is to say, the

continuous and ever-present field-effects of the constituents of the collision partners

lead to an inelastic collision cross-section that is somewhat larger than the

lower-bound (asymptotic) limit of perfectly elastic collisions.

The formulation and solution of the time-dependent dynamical equations (in a

first-order perturbation treatment) for the two-level system presented in Sections 7.2

through 7.5 might be seen as representing a missing (or hidden) piece of information

(or variable) on the time-dependent quantum mechanical description of the

state-changing process. Supposing that these results are of a fundamental nature then

led to reflecting on the postulates, interpretations, and implementations of quantum

mechanics, in particular with regard to time-dependent quantum mechanics; see

Sections 7.6 and 7.7.
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The somewhat audacious proposal was then made to reconsider the role of

Hermitian Hamiltonians in time-dependent quantum mechanics, to perhaps recognize

that the action of a state-changing Hamiltonian is by necessity non-Hermitian. A

second component of the proposition offered is that of quantum mechanics being

compatible with calculating (when appropriate) complex-probability amplitudes for

both "paths" in a given state-changing process, but doing so in a manner that preserves

the notion of a single propagation direction of time. Considerable motivation for this

proposition was obtained from the observation of asymmetric line shape in

steady-state linear absorption spectra.

In place of the usual calculated real-valued steady-state excited-state

probability, this proposition yields a complex-valued "probability". It is

hypothesized that the real part of this complex-valued "probability" corresponds to the

usual real-valued probability that is typically associated with the model line shape; i.e.

Re( ICeCw)12
) + Re( ICg(w)12

) = 1. The equal in magnitude and opposite in sign

imagery part of this complex-valued "probability" Im( ICe(w)12
) = -Im( ICg(w)12

) can

be traced to the inequality of the time-integrated inelastic interactions for the two

possible ensemble-average "paths" in a given state-changing process (i.e. flaabs *­

flaenJ From a philosophical perspective, the imaginary part of the complex valued

"probability" term appears to represent a parameterization of irreversibility in the

microscopic domain. In this sense, the real part of the complex valued "probability"

represents the reversible portion of a state-changing event.

A description that includes irreversibility can then be expected to allow for the

identification, description, and quantitative measurement of dissipative processes (e.g.

the irreversible flow of time-integrated heat energy) in the microscopic domain. It

also appears to provide a philosophical connection between the single propagation

direction of time and state-changing events. In this sense, it might appear that time is

marked by a continuity of many different types of state-changes, and that all of them

are composed of reversible and irreversible components.

Finally, the considerations offered in this dissertation lead to wondering about
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the wave-particle duality. Is it reasonable to think of a linear absorption signal as

reflecting, or being composed of both particle and wave properties? A comparison of

the wave forms (i.e. spectral features) for a randomly occurring (in time and space)

state-changing process to that obtained from an experiment designed to expose the

effects of interference suggests that the latter can be characterized as a manifestation

of order (i.e. coherence or periodicity). Implicit in this order is information (obtained

from, say, a recorded spectrum) on the effects of interference. In this sense, the line

shape of a perfectly random process says that the effects of interference are null (or

zero), or that such information content is absent. If it is postulated that both the wave

and particle natures are always present (e.g. in a recorded spectrum), then does it

follow that in the balance are the two limiting cases of order and disorder, perhaps

describable as a time-dependent superposition of coherence and randomness?

8.2 Endnotes for Chapter VIII

[Foley 2] H. M. Foley; "The Pressure Broadening of Spectral Lines", Physical
Review, 69, 616-628 (1946).
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APPENDIX A

SUNIMING AMPLIFIERS

Adding together (i.e. combining) the voltage signals used to tune the diode

laser and modulate its wavelength, and attenuation of this sum were achieved using

home-built inverting summing amplifiers constructed with 74l-compatible operational

amplifiers. Circuit diagrams for the two devices used for data collection (of diatomic

iodine spectra) are shown in Figures Al and A.2. The linear tuning ramp voltage

generated by the PCI-1200 data acquisition board and the modulation voltage

generated by the signal generator were electrically connected to the input stage of the

inverting summing amplifier using BNC terminated cables (as depicted in Figures Al

and A.2). The inverting input of an operational amplifier is a virtual ground so that a

circuit designed in this manner allows for good electrical isolation of the signals

connected to it [Simpson].

The first two (historical) periods of data collection using the Philip CQL806130

diode laser system used the inverting summing amplifier of Figure Al with R2 = 200

kQ. The fourth period of data collection (with the New Focus 6202 external cavity

diode laser system) used the inverting summing amplifier of Figure Al with R2 =

28.0 kQ. Attenuation of the output signal was achieved by adjusting the 20-turn 20

kQ variable resistance of the feedback resistor. For both values of R2 mentioned

above, the variable resistor in the negative feedback loop was set at about 15 kQ.

The inverting summing amplifier in Figure A.l does not allow for use of the

operational amplifiers at the optimal unity gain setting. In order to achieve the optimal

common mode rejection ratio specified by the manufacturer for these operational

amplifiers it is preferable to use a circuit design that allows for use of the operational
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amplifiers near unity gain. The circuit diagram in Figure A.2 isolates the input and

summing stage from the attenuation stage, thus allowing each stage to operate at unity

gain. The circuit in Figure A.2 can also be expected to provide slightly better

electrical isolation of the input signals from each other as compared to the circuit in

Figure A.I.

modulation
voltage

R2

20k
output to
laser control

Figure A.l Circuit diagram of the (not necessarily unity gain) summing amplifier used
to add (i.e. combine) the tuning ramp and modulation voltages into a single voltage
that was used, respectively, to scan and modulate the wavelength of the laser diode.
Following common practice in electronic schematics, the Q symbol has not been
included in resistor values on this diagram. Also, while not properly indicated in the
figure, the 20k feedback resistor was a 20-turn variable resistor.

Common circuit construction techniques were followed, such as wire-wrapping

as many components as possible [Horowitz, Chapter 12]. The circuit board was

mounted inside a small aluminum cabinet (width x length x height of about 2.5 inch x

4 inch x 3 inch). Electrically insulated panel mount female BNC (for the input and

output signals) and banana plug terminals (for the power supply connections) were

fitted into the top surface of this cabinet. Also, the variable resistor (potentiometer)

was mounted on the inside of the top surface, which placed the adjustment knob in a

convenient location on the top surface of the cabinet. So as to minimize the effects of

(unintended) ground loops, all ground connections indicated in the circuit diagrams
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were made to a common ground point on the circuit board. The power supply

connections to the operational amplifiers are not shown in the circuit diagrams of

Figures A.l and A.2; the ground connection of the power supply was also made to the

common ground point. Also, the ± 12 V power supply terminals were electrically

connected to ground through 10 flF tantalum capacitors.

tuning vamp 10k
input

output to
5k

laser control
electronics

jf-
wavelength

10k f:kmodulation 5k
input

-
-

Figure A.2 Circuit diagram of the (unity gain) summing amplifier used to add (i.e.
combine) the tuning ramp and modulation voltages. As is customarily done in
electronic schematics the .Q symbol has not been included in resistor values on this
diagram.

The precision of these circuits appeared to be adequate, and so no attempt was

made to investigate the possibility that these devices were imposing undesirable (and

correctable) limits on the quality of the spectra obtained and analyzed during the

course of the this project.
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APPENDIXB

WAVE FUNCTION PHASE-FACTOR

It is generally well known that wave functions contain an arbitrary phase-factor

of the form exp(ia). However, since the wave function phase-factor (a) has typically

been viewed through the lens of time-independent quantum mechanics, the general

assumption has been that it is not related to a physically measurable quantity. The

wave function phase-factor will be of central importance in Chapter VII and so it may

be worthwhile to provide a brief overview on the origin of this object.

Consider the proposition that a quantum-state wave function ( /P(t, r) ) is

separable into two components, one ( I¢(r) ) that depends only on spatial coordinates

(r) and another ( IT(t) ) that depends only on time (t):

I'PCt, r) ITCt) I¢(r) (B.1)

Let's also assume the wave function I¢(r) is a solution of the time-independent

Schrodinger equation:

H I¢(r) E I¢(r) (B.2)

In equation B.2, the energy Hamiltonian is given by H and the energy of the

corresponding "stationary" quantum-state (represented by I¢(r)) is given by E.
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Substitution of equations B.1 and B.2 into the time-dependent Schrodinger

equation gives:

i h 0 1'P(t, r)

ot
= i h I¢(r) o]T(t)

ot

= H 1'P(t, r) = IT(t) H I¢(r) = E IT(t) I¢(r)

=> i h _1_ ~o_IT_(t)~) = H I¢(r) = E
IT(t) 0 t I¢(r) (B.3)

The time-dependent portion of the last line of equation B.3 can be recast as a

first-order partial-differential equation:

oIT(t) i E
= - -ot

IT(t) h (BA)
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Equation 8.4 can be readily integrated for an arbitrary time-interval using the

initial and final time parameters ti and tl, respectively:

(tf 8IT(t)

Jti IT(t)

- exp(-ia) exp(- ih- 1 E(tf - td) (8.5)

Since, in general, the time-dependent portion IT(t) of the quantum-state wave

function IP(t, r) is complex-valued, equation 8.5 implies that, in general, the wave

function phase-factor 0: is complex-valued.

It is often possible to simplify the notation of a derivation by setting both the

initial time ti and the wave function phase-factor 0: equal to zero. However, when

using time-dependent quantum mechanics, such assumptions may be unwarranted and

misleading; e.g. Chapter VII of this dissertation.
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